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I. Introduction

1.1 Purpose

p Cne Automated Interactive Simulation 40del (Af.3lI) S/step. pro-
vides tae user witn tae ability to do nigli level sioulation of
coiaplec operational and distriouted data processin systems. f Lie
purpose of tnis manual is to provide tie AISIM user wita a sac of
exnples waicn deLonstrace tne use of ALSEA on prooeass wiiicn are
typical of its application area. An AISIA methodology is
presented and applied to eacl problem. Each example in tais
document is presented in sucn a way as to provide a stanuard for
documenting an analysis effort using AISIA.

file empnasis of tnis manual is on now to translate a problem
statement into a simulation model. For tnii reason, cne focus of
tnis oanual is on model design and construcrion. Little atcen-
tion is paid to tne results of tLlae simulatior, exercises. i'nis
approacn is somewhat different from tne one tne user dill tae
wLlen developing AISIM models for analysis of systems oecause tnen
tae results will be of significant importance.

1.2 Scope

rnis manual describes tne use of the AIS£I applied to specific
problems. Tne problems in this document have bean selected oased
on tne anticipated use of AISIM for the analysis of command, con-
trol and communication systems in the conceptual pnase of
development. rne problems are presented in context to an emerg-
ing inethodology based on AISIM simulation. Altnough tne problems
are specific to embedded computer communication systems, tCe
metnodology nas a wider scope. AISIM can be used to analyze tne
dynamics of many types of systems. rie tecnniques and strategies
discussed in this document would be beneficial to anyone
interested in discrete event simulation analysis.

rae reader is expected to be a system's analyst wLIo has experi-
ence analyzing conceptual designs of a multi-processing, computer
based system. rnis document does not contain information naces-
sary to operate AISLI nor does it address the nardware and
software environmenta for AISIM. it is anticipated tnac nis
document will be read oy a user after reading the AISIM Iraining
Manual.

1.3 Organization

nis manual is organized to be a teacning document for Cne A1311
user. Cnapter I introduces tnis document, detailing tnie organi-
zation, tne document conventions and applicable documents.
Caapter 2 is an discussion of the AISIM metnodology. Caapter 3
contains a detailed example of tnd use of AISIA to model a com-
municacions network. Chapter 4 contains a description of AISIM
applied to anotner communication network using a loop

Page 1 %produced from
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Coimunication prococol. Caadtar 5 contains an e!axpii of a coa-
4mnicacion system usin a ous.

1.4 oocuen tation Conventions

'iia references in tuis document to specific words wnicn are
t canical terps witii neanings specific to AIS1M tnat differ fromn
"anerallj accepced definitions will appear witi an initial ca,)i-
tal. £nis applies specifically to AfSIA dntities.

EXAMPLE: Process - occurrences of tnis word refer to tne
AISIA entity.

1.5 A licable Documents

f:ie following documents provide supporting information on nae us,
of AISLA:

AISIM rraining manual

AISI4 User's A4anual

ASIA Product Specification

rne following docupnent provides supporting information on ta
examples described in tnis document.

AISIA Evaluation - Preliminary Report
, 1 E r oreiny Paer 23671

Page 2
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2. AISIM Mlethodology

Eperience in using discrete event sixulation for conceptdal
analysis nas resulted in a procedure for simpulating systems.
riis procedure is called "simulation analysis" and nas been doca-
mented in various forms in simulation literature. Since ALSLA is
a discrete event simulation tool, all of tae steps in cae siLUla--
tion analysis process apply to performing AILSIA analysis. Tais

" discussion on AISiY metnodology calls out coe steps in cie AlSl
simulation process and points out now each of the steps is
specifically performed. ro put this into context, tae bacKground
leading to tne development of AISIM is described.

SYSTEM DEVELOPMENT STEPS

N SYSTEM CONCEPTUAL SPECIFICATION
'RE SYSTEM FOR NEW!. RE UI EME TSANALYSIS SYSTEM

, ;.DESIGN AND COSTS
.. %:RESULTS

" " JBUILD

I MOODEL

-, ANALYZE
RESULTS

SIMULATION ANALYSIS STEPS

.\:Figure 1. Simulation Context

2.1 dacKgroundi

Simulation is a powerful analysis tecnniqua used to support Con-
ceptual analysis in order to specify require-mencs for a system.
rna joai is to engineer a systep which wor~s, tnat is, a system
which will gerforin its inission.

£ aa first stags in tne system development process involve defin-
ing the requiremnents for a new system. and analy/zing thOSe
requirements. £na altiomate objective is to prodULce thea system
specification.

Pade 3
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£ne concapual anal sis searts .ia coLto~ _n of ;I

t, dowaln is oasad on aplIyng a poss ol soiuion o n71: nev
system requiremnents. For a omateu sjst%.ps t:i conc p cal e..1n
often starts witn tne allocation of functions in a £sr-t;, to coP-
puters. riiis is done in a functional seci fcatioo wniicn i6
often an informal document (RJC -- Requirements of j.prc1onL
Capaoility).

Aany critical questions aoout tle new sysceai surfauj Louring con-
ceptual analysis. Requirements art analyzed for conisiency an
completeness. 4nat-if questions are posed to deerxine if
requirements are attainable. in this pnase, tae analyst needu a
tool wnicn can provide quantitative answers to questions about
a conceptual system design.

Simulation modelling is a tecnnique wrnicn can proviue a tool to
give tne analyst tLiese answers. Simulation is oased on tah fact
-iat models can be built wnicn represent a real system.
Responses to experiments conducted on tne model are indicative of
responses to similar conditions in a real system. fLis provides

. tae performance and cost data tnat an analyst needs to analyze a
conceptual design.

Cfue goal is to define tne requirements for tne system wnich are
consistent and attainaole.

INTERACTIVE SIMULATION BY SYSTEMS ANALYST

H2647A

. SYSTEM ANALYST MAPS
BUILD CONCEPTUAL DESIGN INTO AISIM

SYSTEM ANALYST OUSDAYS
PRODUCES
NEW DES SYSTEM ANALYST SPECIFIES

MODIFY 
EXERCISE LOADS TO AISIM

" DESIGN MODEL ' SYSTEM ANALYST
I MRUNS SIMULATION

~ANALYZE

RESULTS SYSTEM ANALYST INTERPRETS
STANDARD PLOTS AND REPORTS

.HOURS

Figure 2. AISIM Simulation Process
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AISIM is an interactive system wnicn is used by tne systems.'." analyst to nelp define sy/stem requiremeants. It is used by the

systems analyst to model a conceptual design. 3y using an
interactive system to ouild models, exercise models, anu analyze
results, many questions about a syst"is functional specifications
can be resolved in a timely and cost effective manner.

AESIM aas been designed and built to be used by the systems
analyst. fae profile of tnis user is much different tnan taat of
a programmer. It is assumed tnat tne systems analyst is not a
frequent computer user. lie does not Know about computer system
utilities liKa text editors or compilers nor does ne want to
learn. Tnis implies thiat the ASIMA user interface nas to be a
simple, powerful one, wnicn is easily learned. mne functions of
AISLL4 support rapid model building, model running and model

13 analysis.

Model building, model running and model analysii are tle taree
Key activities in tne simulation process. Model building is toa

- mapping of a system into a simulation model. Model running is
tne exercising of tne model under some test conditions. Model
analysis is tne translation of the simulation results into mean-
ingful statements about the system to support decision maKing.

2.2 Inputs to the AISIM Simulation Process

rae input to a simulation effort comes from the functiondl

specification of a system (ROC). e functional specification is
the informal statement of the system requirements wnicn is
derived by applying d solution to a mission concept. A mission
concept is what needs to be done. This has specific meaning in
tae context of militar-operations. A military operation is
defined as tne functions necessary to respond to tareati and pro-
vide defense. A solution is the allocation and integration of
functions in the operation so tnat tne mission will be accom-
plisned.

AISL4 is directed at providing a tool to analyze systems in whica
computers are used to perform some of tne functions. Tnis is in
the context of performing a mission.

2.2.1 Mission Concept and Requirements the mission concept is a
description of tne functionalicy of tae system. rne mission con-
cept maxes clear who tne users of tila system are and wnat tne
system does for them.

Taa mission requirements are tne performance and loading charac-
* teristics of tne environment in wnich tne system satisfying tae

mission concept operates.

Page 5
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2.2.2 Problemn Perspective Ine proolem per>pe. 't iuncirt..
t ne "expecdc-d" 4recs of concern in rie sy/tm ana rers to
particular viewpoint an analisc aKaes in looin dc -a system.
ne perspective is derived oy tne analyst and generally focusses

on tne critical cnread of processinj for a mission.

2.2.3 System Description rm system description ii tne con'zep-
tual system design wnicn is proposed to satisfy te nission
re4 uireiens. £rLis often includes a system "sI(tc" idnif ling
tae major components of tae system. Perforindnco cnaract rii,;cs
of tLid major components are also included in tnii description.

2.3 Preliminary Analysis

A preliminary analysis of cne system is done to determine if
discrece event simulation is applicaule to tne proolem and to
justify tieuse Of AISIM. Tnis is a screening process anJ Asu-
ally is done very quickly. fne preliminary analysis identifies
tLke solution approach to analyzing tne system. It is important
to docusent the decisions made early in tne analysis effort,

'-* W iCn is ta oDjectiVe of tnis step.

2.3.1 Justifying AISIA Simulation ine first step in AISIA Simu-
lation analysis is to justify tne use of a discrete aent simula-
tion for tae analysis of tne problem. rais is not too difficult
for an AISIM user because discrete event simulation is one of tae
most powerful analysis tecnniques availabie. Jsing AISIMA lim-
inates inucii of tne risk associated with using this technique
because it enables users to ouild models quickly for systems
wnicn nave characteristics applicable to A£SLA. ro determine if
AISIMA is applicable, one looks at the system description and
detaermines if tae system nas any of toe following cnaracteris-
tics:

1. Procedural operations - Processing in tne system is
descried by a sequence of steps.

2. Parallel Processing - Any number of processing steps can
occur simultaneously.

3. Resource Snaring - Elements of tne system are snared. raere
is a discipline associated witn snaring wnicn governs tne
use of a resource.

4. External Loading - Activity in tne system can be initiated
by environmental stresses.

5. Interconnected NetworK Communication - Activities in toe
system comm.unicate tnrougn defined cnannels.

Systems witi tnese cnaracteristics are easily modelled wica
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fle next step in j stifYing the use of AISIM is to deterinine if
it is cne best cnoice of available tools dni tecnniques.

Considerations for tiils determination are the followiny:

Reasons for using AISIA

1. Tha AISI.vI user is a sysc.ems analyse. AISIM can D leari. d
very +4icKly. Features of AISIM enable the uiser to build a
model in a friendly environment.

2. AISI4 enables tne user to build inodels quicKly.

3. AISIA provides automatic standard model docunentation.

4. AIS models are easily integrated wita otaer AISA models.
AISI4 allows models to be merged tojetiier or saved in a
library.

5. AISIM nas specific features for networe modelling.

Reasons for NO' using AISILA

I. AISIM requires tne use of a dP2647A terminal used in an
interactive node.

2. AISA4 models are built from a IjLn level description of a
system. In order to model a system at a very low level some
of tne power of AISIM is neutralized.

3. AISLA models can only be run on computers on wnich AISIM is
nosted.

Deciding wnetner AISIM is appropriate usually is done based on
these types of considerations. aencnmarKs conducted on AISIA
show tiat users of AIS14 can be trained to be expert users in a
matter of days. Models done using AISIA nave been saown to be
built in substantially legs time tnan doing the same model in a
simulation programming language.

. 2.3.2 Define the Problem and Objectives daving decided taiac
4 , simulation is appropriate to the analysis of a conceptual design

and ildt tie input data described in section 2.2 is ootainaDle,
tue first activity wnich an AISIM user performs is to define tae
problei and state the objectives of tne modelling effort. ii'ere
are taree steps in tnis wicn produce a statemnenc of tae proolen
wicn a solution approacn. It is important tnat the statement be

Vwritten as a uocument to provide visibility so taac botn taa
AISIm analyst and model reviewers Know wnat is to be determined
Dy tae A.LL.S modelling effort.

Page 7
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2.3.2.1 Daetinirl tne Proble An AISA n odel 16 a szi.lplifi-i
aoscra,:cion of a s/sceo. many eleOncs ano coonr:,=n i of rci
sysceLn dill oe ignored in cne nsoUl. in defining cae proole,
tla A131,4 analyst states tne "expected" ar-as of concern found in
ttie proolem perspective, including tLIose arcas dficn will de
addressed in tne model and cnoie waicn will not. For tne omisted
areas, justification snould be given wny tne , are nor co od
addressed. In Uaefininy tne problem, tile AISLA user cocumencs any
assumptions wnicn are made aboat tne systems mission. P'ne
assuptions, of course, snould be consistent witn toe mission
concept. Often, trie assumptions address "aoles" in tne mission
concept.

mtne boOUndaries of a model refer to tne level of decail of tne
AISIA model to represent tne elements boti witin tae s ,stem and
eaternal to cne system. In determining tne ooundaries of tile
model, tne AISIM user mages a preliminary pass at mapping tne
components of tne system into simulation entities. Specifically,
it siould be determined wnicn components of cae system are to be
modelled oy matnemacical functions and which are to be modelled
by AISXI entities. Also, tie determination of wnat elements of
cae system will be modelled as Loads and wnat elements will oa
modelled by mnore detailed structures liKe Processes snould be
Jererinimed.

2.3.2.2 Defining tne Simulation ObjectiVes A clear statement of
tne objectivas ot tie AISIM model inould oe written. mtis state-
ment includes the questions about the s/stem wnicn tie AISIM
model will answer. rne statement of objective provides isioil-
ity for wuat tne simulation will accomplish.

2.4 Design, Plan and Construct tfe Model

Designing and planning a model are tne activities a modeller per-
forms to come up with a scueme for implementing a model of a sys-
tam. A model design is cae "document" wnicn a modeller produces
wLtiCn identifies tne mapping of components of a system into or
onto components of a modelling tool. A model plan ii tne time
sequence steps performed to implement te model. Constructing
tne model is the activity tne modeller performs to implement tne
mapping using tne modelling tool.

ie model design lays out tlie model structure. rae model struc-
ture saows tne logical allocation of functions in the system in
relation to functions in tne model. rnis structure snould looK
similar to cie system structure in thie system description wic
one excepcion. mae model structure includes a representation of
Cue system environment as a function. Tnac is, the load generat-
ing part of tae model is shown.

rne first step in designing, planning and constructing a model is
to determine tae model structure and use tthat as the initial
model design.
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Oesigning, planning dnd constructing a oodel dre activi ties dnizn
are done iteratively. rnis is not noticeaoly different cnan tae
plan, design and build steps in developing a system. 4a, n
developing a system, thiough, it is very important to iiava a
stable system design oefore starting to build coLpponents of tne
system. Inis is because tne resou:ces required to ouild cotp-
ponents are usually costly so tnat it is desiraole to use tnem
efficiently. Jsing AISIM, a model can be conscructed very
quicKly witn very little expense. rnerefore, it is possiole to
start tne model building process before completing a model design
witn tne Knowledge tnat if part of tne model is incorrect, it can
easily be modified at some time in tne future. rre goal is to
jet sometning running" wnicn models some part of tne system.

.nis provides early results so tnat feedback on tne modelling
approacn can oe obtained as soon as possible. In conjunction
witn building an initial model prototype, a plan is developed for
implementing the complete model of tne system based on tne modal

* structure.

vitn tne model structure a model design includes taoles and
- cadrts wnic'i snow now tile components of a system map to simula-

tion entities and aow the simulation entities are related. mne
model plan descrioes now models of components of the complete
system can be integrated into a complete system model. fne model
plan is produced as tne model structure is determined. rae plan
is updated waen necessary as a result of suosequent modal design
and construct activities.

ne daesigning and building of AISM models is an iterative pro-
cess. First a component of the system is selected. A model is
built of tnat component. This is called a submodel. £e submo-
del is built and verified. Then anotner component of toe system
is selected. Eaca submodel is built and integrated. rais con-
tinues until tne complete model of tne system is built wnicn
satisfies tne problem definition. At each iteration it may be
necessary to modify the suDmodels previously built to effect the
integration.

* It is expected at tnis step tnat an AISII user will make use of
submodels wnicn nave already bean built and stored in tne AISIA
library. Since many systems have similar components, it is often
possible to extract a submodel from anotner model and wica only
slignt modifications, include it in a new model.

2.5 Exercise tne Aodel

Exercising tne model is the activity a modeller performs to
stress tne model system in order to obtain performance results.
rie model is exercised to first verify toat it cycles correctly,
and second to answer questions directed at tae system concepcual
design.

Using AlIl,4, a modeller describes tae environment in wiica tae
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.odel system is to operate in terms of a c;nario. n nr o
definition snould be carefally, chosen. 4nen erifyin a .ou1,
tile Scenario Laas to be easily understood. .rnl .nan6, ic nust
generate a load on tue system wnicn can be traceu, if necessar,
to deoug logic errors wiicn iave oeen included in tne model by
,nista~e. Laien supporting decisions about tie systep design, one
Scenario must represent tne actual environment in wLIi.Z tie sy -
te" is expected to operate.

Verifying tne model is tne activity a modeller perforns to insure
tnat tue model wnicn is built executes correctly. £Iis
corresponds to deougging a program and muSt be done to each SUD-
model as it is ouilt. Normally, when one deougs a program, it is
sufficient to test the single thread execution of cn pro-ram
througI all of its tureads of processing. Verifying a model or a
suomodel is somewnat more difficult than ,leougging a programmecause one nas to test the time varying execution of tue model
in a multi-processing sense. rais is done first oy running a
simulation on tae model using simple Scenarios daicn stress tne
,model in predictable ways. rne model is verified oy comparing
results of the simulation witn expected results. nen reaalr-s of
tae simulation do not matcn expected results, then tuere is
iener a proolem with tne model or tre expected result is

incorrect. A model is verified wten a resolution oetween
expected results and computed results for all verifying Scenarios
is completed.

4Lien verifying a simulation, it is advisable to eliminate all
randomness from a model. This way it is possible to compute
accurate expected results and define a Scenario wnicn stresses
tue model in sucn a way to produce the results. rnere are two
types of Scenarios generally used to verify AISIA models - single
turead and multiple thread.

2.5.1 Single 1thread Scenarios A single tnread Scenario is one
wick, exercises tie sequential logic of tuLe model witlout ena-
bling resource contention or Multi-processing logic. A single
thread Scenario defines one path tnrougn the model logic.
Results from running a simulation using a single thread Scenario
suould verify tnat all delay times and arithmetic computations
are correct.

.2.5.2 .l-iple Thread Scenarios A multiple thread Scenario is
one wnicua exercises tue resource contention and multi-processing
logic of a model. A multiple thread Scenario defines many paths
througn tue logic witu simultaneous Process executions. A mul-
tiple thread Scenario snould od set up to- stress tue model system
in a very regular way so that expected resuals can be determined.
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2.5.3 Analysis Scenarios Once the simulacioo nas been verified
so tnat a reasonaole level of confidence exists thdt it is

reprdsentative of tne proolem, analysis Scenarios are defined to
determine tne paerformance of tne syistem under representative sys-
tem loading conditions. rhe data for defining tie system loading
conditions is generally derived from tie ruire, ents of opara-
tional capability or from observation of existing sy6,eins per-
forming similar missions. Associated witn eacii analysis
Scenario, tne anaiyst should classify tie Loads so tnac perfor-
mance of tie system produced by tne simulation can D, tracKed to

tne Scenario.

2.6 Analyze Results

AISLIA produces two standard outputs, interactive plots of tae
instantaneous simulation data and statistical summaries of all
model entities. An AISvIA user uses both of tnese to analyze the
dynamics of the modelled system. Interactive plots of tne simu-
lation data are used to determine if tie simulation reached a
steady state, tnat is, no infinite queueing or otner system
boCtlenecK. If tne system did not reach a steady state, then
mucn of tne data in tie statistical summary can not be CaKen at
face value; e.g., statistics on average performance are not
valid. For eacn simulation run, a modeller sriould review all

* results and resolve any question about tie system dynamics wnich
is raised in his inina.

Analyzing simulation results is a cnallenging tasK. £o do this
well it is necessary to understand the Scenario stressing the
model and now it relates to questions about tie system design.
aased on tne Scenario, tile analyst maps tne results of tae simu-
lation experiment into concrete statements about tne syscem per-

* formance in actual operation.

2.6.1 Identify Measured Performance Statistics AISIlA outputs
are standardized. £nis has tne advantage that tne AISIM user
needn't concern himself witn formatting reports or worry about
the validit, of computations. On the othier nand, standardized
reports may not provide tie user witn results in a formn directlyF
related to tne wording of performance questions about tile system.
because of tnis, it is necessary to identify tae statistics in
tle AISIA statistical summary wnicn are most relevant to tne
stated question.

2.6.2 ialidate tie Model Validation refers to determining
WILuetner a model accurately represents a system. Most AISIA1

* models are validated tnrougn a review process, where the design
and structure of tne model are presentaeu with results to people
Knowledgeable in tne system modelled. Pue assumptions of taa
model should be described in detail. £ie model can be considered
to be validated "by face" if no major objections or issues are
raised in tnese reviews.
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A siinalation Can. oe validated in part by analyzic *PeqS.

Resource acilizazion ii tne simplest calcalaion vnic, :an oe
dona y nand anu conp.red to sioulation genzerated rsct.
Resource utilization is a function of tne "arrival race" and cne
Resource "service time" calculated using queueiny ta ory. rne
"arrivai rat," corresponus closely to tne tPean tiiPe for Pro:ess
trijjerin 4 in an AISIA Load. r'ae "service tiae" corresponds to
Action delay tiipes during wdicil AISIM Re-ourcas are allo:aced.
Rsource utilization is reporced unclar i(-sourc,- d :sJZtt±tC

in tue ALSMv Resource Report.

Co&naring analytic results to simulation generated results pro-
.ides an initial level of confidence of tne vaiidiy of toue ,iodal
if results mLatcn closely. PIots of siaiulacion enera eu data Cao
supdorc the simulation results reported in tne AISIA Report. For
tiLs manual, tne exainple proolemis will oe validated oy conparing

.results to analytic ones.

.1:
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3. Example . - Communication Networie

Example I is representative of a communicacion sysceiv consxscIno
of nany nodes wnicn communicate tnrougn a subone of swicca pro-
cessors. It is typical of tLe type of systeim addressed during
tne conceptual phase of command, control and communicaCion syst-e.
acquisition. riia example demonstrates the US,; Of AI3IM to
analyze a message-driven communication system consisting of many

2 nodes witn complicated routing strategies.

3.1 Input

3.1.1 Mission Concept

.Many airDases are connected to ieadquarters tnrouga a comaiunica-
tion networK. rue mission of tae system is to provide communica-
tion oetween tne oases and neadquarters. riie "users" of tais
system can oe identified as tne users wisniny to communicate.
Communication is implemented by electronic means using message
switching processors connected in a subnet.

rae message switching processors direct the data flow througn tne
suonet and control tne transmission of messages between nodes and
across communication cnannels.

Airoases are the origin and destination of messages. Messages
generated at airbases request functions to oe performed at nead-
quarters. deadquarters respond to requests oy performing tie
requested function. In some cases data is returned to tae air-
oases generating requests.

A command headquarters is the destination for all messages and ii
tae source of display output messages.

3.1.2 Problem Perspective

A study of tne following design elements is basic to ti-ia system
to be modelled.

1. NetworK ropology - rnere are many different configurations
of tne nardware elements of tnis system. Depending on tne
pnysical distances and equipment used, tuere may e few or
many sunnet switch processors.

2. Cnannel Communications - Cthannel communications are
described in terms of capacity (cnaracters/sec) and protocol
Snalf or full duplex)

3. Nodal Processing - Associated wita te airbases and nead-
quarters are processors wuicn perform message generation and
processing. Associated with subnet switcn nodes are proces-
sors wuiicn perform message routing.
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4. pessaee ayres dnd Attrioutes - ,ssae ae ar G- Crio-O o1
type (data ciisplay re-uesc, ndrucopy display reajest, iarj-
copy data) eaca of ,nica nas tne discinguisiing actribuce of
lengtn in caaracters.

£ne expected area of concern in cnis systei focusses on the
resource snaring of suonet processors and coinaiicacion channels.

ne performance measures to be obtained from toe model are tne
following:

1. Communications Queue rime - For eacn channel in cad communi-
cation networK, the time messages waic at suonet processing
nodes to gain access to a communication cnannel.

2. Comunications Channel Queue Lengtn - For eacn cnannel, cne
ninbr of i essages waiting at suonet processing nodes for
access to a communication channel.

3. Processor Queue Time - For each suDnet node processor, tae
time messages wait to be routed or processed.

4. Processor jueUe Lengtn - For eacn subnet node processor, tne
nuim.der of messages waiting to be routed or processed.

5. Communication Channel Utilization - fne average use of a
communications cnannel for a unit time.

6. Processor Utilization - rne average use of a processor for a
unit tise.

rue critical thread is tne sequence of events for transmitting
process requests from source to destination nodes,

3.1.3 System Description rne follow4ing description represents a
communication system. fCie system is described oy a proposed net-
work design and a definition of tne system traffic load.

3.1.3.1 Proposed Network Design Tue network is described Oy its
topology, cnannel capacities, and routing taoies. fie suggested
networi topologies incorporate 3, 5, and 7 subnet nodes. Figure
3 illustrates these subnet topologies and snows tae sources and
destinations of message traffic. Cne tnree types of messages to
be processed by tnis necworK are data messages, display request
messages, and display output messages. na as represent bases
vwiiird ,pessages may originate and terminate and wnere aaracody
display meissages may terminate. Tre dQs represent neadquarcers
waicn also originate and terminate message traffic anu in addi-

4 tion nave a grapnic display capability.

rne CdQ represents thle command headquarters and is a destinatotn
for all messages, but it is only tue source of display outp a c
messages. It is tie only source of display output messages. ruat
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ii, it is never te source of data xessag_;s and it is al~ays ti-
sour:e of display output messages. l'ne CA, :ontains a display
processing capazility wnica acc. pcs a display request ,,
generates a Jisplay ourtput message (nardtopy or grapai format)
and sends it co tne oripinator of tne display request.

.. 're Ss represent subn,t nodes and perform only ,essage sjitcninj
• .. functions. Ss are never tae sources or deJsinacions of any aes-

sage traffic. Pne determination of tne number and louation of
tnese subnet nodes is a major reason for tne developmenc of tnis
,,ode I.

3.1.3.1.1 Message Flow Aessages are transmitted in maAimnum size
olocKs of 4u0u cnaracters and flow from an origindting 6 or A,) to
its associated S, tnrougn tne 6 nttdorK to tne destination S, and
finally to tiae destination S, a), or CdQ. Originating messages
can be eitner data messages or display request messages. fPn
data message flow is as just described. A display request mes-
sage can originate at any a or at eitner dQ and terminate at tihe
CH wnere tne request is processed. A display output message is
generated at tne CdQ and tne message is transmnitted througn tne 3
networK oacK to tne originating a or d,).

3.1.3.1.2 Routing Routing tnrougn tne networK will be in acoor-
dance witn tie taoles snown in Table 2 for tne thrae proposed
networK topologies. Tue coordinates in eatii table are tne
current node and tie destination node. rne intersection of tnese
ordinates contains the number of tkld next node to wnicn tae Ines-
sage is to De transmitted.

P .'

.4,
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3.1.3.1.3 Cnannel Capacicies i'n, effezt of diflfer--oc :ndfnnjI
aaiieS is 5o COe eX ain ined i n d e ta il foDr tu n d ie i ne taor K

toooy. Fiygura 5 givaes tne differ-ent cnannel trarsais~sior
races for eca analysis run. it is asswied tnadt all cnannels ar-z
full daplux dnicn ineanis tnat tney, can c-ransa'it information in
both diractions simultraneously at tne speoified !)it rjtez.

3.1.3.1.4 Nodal Processiny Eacn node in tne net!cvor n a pru-
cassor associated witn it to perform its messa~e switcainj func.-
t tions . ruea necworK model snould incorporate delays for proc:ess-
myg (ootn queueiny time and processor te)at tne 3, aj, anci Ci
nodes. F'igure ') ;ontains cnaracter processinj rates for tile
various nodal processors. Storaqe for eacn proce,;ssor zan ini-
tially oe assumed to be 1,UOU,UUU oytes but snould be- a variable-
wnicn cain oe adjusted as necessary.
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Routing

10 7 7 7 7 7 7 7 7 7 10

9 6 6 6 6 6 6 6 6 9 6
8 3 3 3 3 3 3 3 8 3 3

.. 7 2 2 4 4 5 4 1 7 4 4 10
. z 6 4 4 4 4 5 6 4 4 9 4

= 5 7 7 7 7 5 6 7 7 6 7 Case 1

4. , 3 7 3 4 7 6 7 3 6 7

3 1 1 3 4 4 4 4 8 4 4

2 1 2 1 7 7 7 7 1 7 7
1 2 3 3 2 3 2 3 3 2

1 2 3 4 5 6 7 8 9 10

Destination Node

10 7 7 7 7 7 7 7 10

9 6 6 6 6 6 6 9 6

"-8 3 3 3 3 3 8 3 3
z 7 1 4 4 6 7 4 6 10

" 6 7 4 4 6 7 4 9 7 Case2

" 4 3 3 4 6 7 3 6 1

3 1 3 4 4 4 8 4 4

3 1 3 3 7 7 3 7 7

1 3 4 6 7 8 9 10

Destination Node

10 7 7 7 7 7 10

, 9 6 6 6 6 9 6
8 3 3 3 8 3 3

7 3 6 7 3 6 10 Case 3
6 3 6 7 3 9 7
3 3 6 7 8 6 7

3 6 7 8 9 10

Destination Node

44 *44

a Fiyjure 4. x np~e IL OLul: ~ r aoie
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Channel Capacities

Data S -S S -HQ S -CHQ S -B
Case Run Compr. Channels Channels Channels Channels

-_ _ _ (kb/s) (kb/s) (kb/s) (kb/s)

-'A No 19 .2b 40.8 230.4 4.8

" B Yea 1 9 .2b 40.8 230.4 4.8

1 C Yes 9.6c  9.6 230.4 9.6

D Yes 9.6 9.6 230.4 9.6

E Yes 9.6 9.6 230.4 4.8

2 Yes 9.6 9.6 230.4 9.6

" 3 Yes 9.6 9.6 230.4 9.6:* --

aData Compression factor is 50 percent.
bAll S - S Channels except 4 - 7, which is 40.8 kb/s.
CAll S - S Channels except 4 - 7, which is 19.2 kb/s.

Figure 5. Example I Ciiannal Capacities

Processor Variables

Processor Processing Rate

SP.

H Processor 80 /s/char
IIQ Processor 80 psa/char

CHQ Display Processor 100 /ichar (hardcopy)

CHQ Display Processor 280 /ds/char (graphic)

Figure 6. Exainple I Processor lariaolas

* [ 3.1.3.2 Miessaye traffic Message input traffic for tLae networK

model consists of data messages and display request iessages.

rne cnaracteristics of these messages, i.e., lengta, input or
output rate, and nuisber of destinations are yiven in tne 14eAsage
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,reffic Ciaracc!ristics fable, Figure 7. A e.s6ge3 s. to Od CsX-
tis tically g enerateU by tie model aica exponc iel ii)C;r-arr iai

a.,time ie ' ' a PoiSson arrival padtern). f1ne message ioput rate
saown is a total figure from all sources and is discriouteu rin-
dom1 y by source as snown in Figure 7. Message destinations are
'elected according to tne traffic matrices presenteu in Figare 8.
Dalta messages each nave three destinations wnica differ accordingj

" to source node as snown in tne dA.i5, ,e.sugd trafzric macrix. An
"X" in tile inatrix indicates a destination for that message
source. ine to i/2s indicate that tne messages are co be splic
equally oerween tnese two destinations. nat- is, for all uati.
messages originating from a 6 connected to 67, one copy vill
always go to anotner 6 connected to S7, one copy wili aldays jo
to Cd-IO, and tne tnird copy will alternately oe delivered to
.rti-d or dj-9.

Display request messages may originate from an d, or a 6 con-
nected to any S and that theiy are always addressed to the CQ
(see Figure 8). Messages originating at the CaQ are only display
output messages generated in response to a display request and
are addressed only to tne L or dQ that originated tne request.

Display output messages vary in lengtn depending upon tne type of
display request--nardcopy or grapnic. Messages destined for
nardcopy printer output are 6300 cnaracters in lengtn wnile those
oeing displayed on a jrapjlic device are 1U,000 characters in
length. mne time required for tne processing of the request and
tile generation of the display must be simalated at tae CA,). Fig-
are 6 contains the processing rate variables for botn of these
functions.

£ne model roates messages over tie pre-defined patns, creates
,essdge delays caused by line and node queues, and provides a
statistical output of tile specified networK parameters. Section
2.2 illustrates tne queueing and process functions wnicn C.ne
model must produce. A message originates at a 3, dQ, or C4Q node
.nere an output queue is establisned and the output queue time
(Toq) is noted for tne output cnannel. file transmission tioe
(PT) is accounted for to tie S node, and a processor queue time
(rpq) and processor service time (rp) are recorded. Tne message
is cnen put on one or more output queues whfere the output queue
time (£oq) and tne transmission time (Pt) to the next node (a, s,
d, or CAd.) is calculated. No statistics are recorded for tne
final destination node witn the exception of display request mes-
-ages whicn go to tile CdQ and waicn cause tie generation of a
display oaput message. fne time to generate this message mast
be accounced for in tie Cd2 processor. rie display output mes-
sage is t en treated as a new message which is placed on tue out-
put queue at tile Cdj destined for S7 and tnis message is pro-
,essed tarougn tne networK in tne same manner as any message.
dowever, toe total message transit time for a display message
will be tne time from origin of the display request to delivery
of tne display output to tie originator of tne request.
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Message Traffic Characteristics

Mean
Message Message

Message Lengthb Rate Number of
Type (8-bit Chars.) (Msg./Sec) Destinations

"np.tData Message 750 .5 1 7c 3Input

Messages Display Request 200 .583c

Display Output 6,300 .5 10d
System Hardcopy
Generated
Outputsa Display Output 10,000 .073d

Graphic

aGenerated in response to Display Requests.

b Exponential distribution. Length is without data compression.

Maximum length per message partial is 4000 characters.

Cpoisson arrival pattern. Sources randomly distributed according

to table 1-6.

d Message destination generated according to sources specified in

table 1-6.

e Destinations specified in traffic matrix tables.
4.

Message Traffic Sources

Distribution of Message

Message Type Sources by Nodes (percent)

Sl-7 HQ-8 HQ-9 CHQ-10

Data Messages 94 3 3

Display Request
Hardcopy Output 82 2.5 2.5

L Graphic Output 6.5 6.5

Fi ara 7. 4essa-,e raffic Ctiaractaristi3c
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Data Message Traffic Matrix

Source'sb Destination

.n" ,Source S W r CAIQ

1 2 3 4 5 6 7 8 9 10

I X x X

2 X X X

3 X X x

Sa 4 X5 x x x
5 X X X

1, 6 x x x

_ _ 7 X X

8 X X X

9 X X X

, Subnet node to which Data message originating node (B)

is connected.

bSubnt node to which Data Hesage destination node (B)

is connected.

Display message Traffic matrix

Destination

Source Sb HQ CHQ

1 2 3 4 5 6 7 8 9 10

1 K

*2 X

3 X

. 8a 4 X

2 x

6 X

7 X

8 X
HQ-- - - - - - -

CHQc X K X X X x X X x

-Subnet node to which Display Request message originating
node (8) is connected.

bSubnet node to which Display Output message destinetion

* node (B) is connected.

c Source of Display Response messages only.

.Fi~ura J. A. aae fraffPic 22i r cez
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3.2 Preliinary Analysis

3.2.1 Justifying AISIA Simulation AIS£IA is epplicaole to tais
problem. rne characteristics of tne syscmai Pap dell into AIjIA.

1. Procedural Operations - Messages originating at a source and
routing tnrougn tne network follow a sequence. fI,;- seqUence
is described by tne following steps:

Step I Message created at a source.

Step 2 Message routed througn network cnrouga subnae
switcn processors over communications chadn-
nels.

Step 3 4essaqe received and processed at destina-
tion.

Step 4 Response returned when appropriate.

rnis sequential operation is followed for all messages.

2. Parallel Processing - Any of tne subnet nodes can be sibnula-
taneously handling messages.

3. Resource Snaring - Subnet nodes and communication cnannels
are snared. A node may nave many messages to process at any
instant. Many messages may be ready to be transmitted over
a communication channdl.

4. External Loading - ne loading on the networK is described
as message traffic characterized by a message rate in terms
of messages per second. rnis is shown in the message
Traffic Cnaracteristics fable, Figure 7. Messages are dis-
tributed by percentages over nodes. Each message is
representative of a data processing request suomitted by a
user to the air base computer processor. fne external load-
ing on tne communication is subtracted from tne expected use
of tne airbase computer.

5. Interconnected Network - Different network configurations
are posed as tne xey area of interest in this system.

3.2.2 Problem Definition

Ine problem definition for Example I can be stated as "represenc-
ing tne important elements of the described system by modelling
entities". mhe selection of tne elements of tie system to be

represented is made. nlis is described in tte following state-
men ts.
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1. All processors in tae s/stein will be r2prcdsncei. ?ro '-
sors dill nia cnaractaristic attriouces for co. ,puing pro-
cessing deiays oased on tie cycle speed of tLie pro. ssor aPn
c.ie number of characters processed. Processor use is
governed by FIRST IN - FIRST ouT queueing logic.

2. All coamipunication linKs in the system will be represented.
LinKs will jaVe the caaracteristic-3 )f 2oirunicion znan-
nels for computing utilization of channels oasec on baud
race expressed in cnaracters per second. LinKs will be
governed oy FIRST IN - FIRSf OUrj queueing logic.

3. fie connectivity of the networK will be repr.sened by, a
matrix equivalenc to tne routing tables in tne s/scein
description.

4. message routing will be modeled for forwarding messages in
tre system from a source node to a destination node. Dace
message forwarding will taKe into account tae processing and
4uaueinj of messages crrougn the necwor;. Messages will be
represented. Each message will nave a separate instance for
eacn occurrence.

5. Data compression will oe represented by modifying the attri-
butes of tne instances of messages. nis will be modeled by
the AISIM Processes.

6. Different simulation runs will exercise tne model according
to tae different cases of network topology and loading. A
simulation will consist of an architecture for tne system, a
related legal patn taole for the architecture and a m essage
loading modeled by the introduction of messages into tne
system at nodes over time.

f ne AISIA model of tae communication network dill address all tneelements of cne system. descrioed in the system description, witn

V. two noticeaoie exceptions. Since no airoase has different attri-
butes tuan any otner and tle loads are specified according to S
nodes, it is not necessary to model the airbase processors as 35
nodes. Rather tne loads can be generated from ona airbase node
per S node, representing many airdases. Maere are two ways to Jo
t i s.

ine way is to specify that a numoer of resource units (seven for
case I) is to oe associated with eacn airoase load noue. Also
eacrl link between an airbase and a subnet switch S node can oe
considered to be seven channels. Using this scneme, tae load for
eaca airbase can be generated oy increasing ta message ganera-

" tion at a Uase by a factor of seven. Tnis would not effect tne
loading on the subnet switcn nodes and headquarters.

A second way to do tais is to increase tne processing capacitias
of cae airoase processor and tte associated cnannels, waich
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prevents queuaeinq at tne air base processor fro, effecting ta.
load on tne suonec switch nodes.

For tne purposes of this model, tae second alternative is suffi-
cient. it is selected because it simplifies the model ditaout
invalidating it.

r ae second exception to tne systew definition involves tne model-
ling of processor storage. Storage will not be considered
because tne requirements for storage are not adequately addressed
in the system description. storage could De viewed as toe buffer
storage requirements at eacn node for nandling nany messages. It
could also include toe processor storage for toe programs wLlicl
must perform tne message processing as well as a storage manage-
ment scheme. Since not enough data is a cailaule, it is best not
to waste energy by including tnis in the model. Also, tne
requirements for buffer storage can be calculated from tae quaae-
ing statistics of tne processors and channels.

3.2.3 Definition of Objective

,re objective of modelling tne communications networK is to pro-
duce quantifiable results for the system design for all perfor-
imance measures stated in tne system description. rin different
Scenarios and designs will be analyzed. Results will be taou-
lated and compared.

Of tne various configurations described in section 3.1.3.1 only
the seven subnet node networx topology will be specifically
addressed. rne model will be built to enable rapid reconfigura-
tion of the model to represent all three configurations. This
will be done by mawKing the logical Processes representing message
routing independent of a specific architecture. rhe objective of
tnis approacn is to produce a general submodel for modelling mes-
sage communication in any AISIA arcnitecture.

3.3 Model auild

3.3.1 Design, Plan and Construction of the Model

3.3.1.1 Model Design rhe initial model design consists of a
• structure diagra.n snowing the operation and interfaces of toe

model. rne sequence of events which initiate activity in tne
model are described in this structure.
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I SCENARIO I

Iin

triggers

- Assign current nodes
I LOADS I to Process

triygers

IGENERATING I
I PROCESS I

callsI

I LESSAGE I

Figure J. Example I model Structure

3.3.1.2 Model Imleintation Plan ren sequ nce for constructing
tne model of tna communication networK is describda in tne fol-
lowing steps.

1. Design and Construct model for message rouring.

2. Select and construct inodel of subset nodal processing.

3. oefine suoset loading Scenario.

4. Verify iessage routing on subset of networK.

5. duild complete network architecture.

6. include all nodal processing functions.

7. Define full loading.

d. Define full Scenario.
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9. Verify complete networK model.

1U. Analyze results.

3.3.1.3 Model Construction

3.3.1.3.1 Message Routing Creating and routing messages taou4n
an arcaitecture is tne major tecinical feature of tne system to
model and so attention is first directed at the logic for tne
Processes wnicn model tnis. The initial requirements for tnese
Processes Are derived from the formulation of tie proolem (sec-
tion 3.2). rne requirements are described below.

1. Messages are created witn different attributes corresponding
to origin, destination, lengtn, requested pro essing and
response option.

2. A Process exists in every node wnicn can route a message
received at a node to its destination. Tnis Process can
detect from tne attributes of a message received at tnz node
wietner it is at its destination of not. if tae message is
at its destination, the processing requested by tne message
is initiated. If it is not, a channel transfer is initiated
waicn forwards the message to its destination.

3. Cnannel transfers interrupt a node wnen a message nas ocen
transferred.

4. ien a message reacnes its destination and it is received
and processed, a response is initiated if one is requested.
A response message returns from tne destination node to tae
origin of tne message.

In order to meet ti3ase requirements for Processes, it is neces-
sary to come up with a data and Process structure for taa logic.

Pe

-4

I
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PROCESS
ROUTER

rS-TART

ITEM: MSG - COMMUNICATIONS MESSAGE GIVEN ROUTER
MSG

ATTRIBUTES VALUE
PROCESS

CNODE - CURRENT NODE IN NETWORK MESSAGE

FNODE - SOURCE NODE IN NETWORK
TNODE - DESTINATION NODE IN NETWORK

LENGTH - LENGTH IN BYTES NO CURRENT NODE
RESPONSE - WAIT OR NOWAIT MESSAGEDESTINA

RTASK - REQUESTED PROCESS \iV YE

YESEI

MESSAGE

Figure 1U. Message Routing Structures

The Itea, MSG, drives tne logic of tne routing Processes. "An"
is routed tnrough an Arcnitecture Jy Processes. Tne Item muit
contain a number of attributes whose values provide tne daca
"waicn orients tne Item in tne Architecture at all instances of
sixulated timpe. Embedded in tne attributes are tile values for
t tne source node of tie Item, tie destination node of the Item,
tne current node of the Iteln, the length of tie communication
message in bytes, tne name of the requested Process to Le ini-
tiated at tile destination node and data on whether tnd Process
Wi.i:n initiated tne communication is waiting for a response or
not.

Me data on an Item "MSG" is used by tne Processes which perform
tne ipessage routing function. A Key Process will be called
RJUfF.R. rne function of RJU£rER is to determine if 'ASG" is at
its destination node or not. if "MSG" is at its descination
node, tle node responds to it by initiating the Process
requested. if "Lv13G" is not at its destination node, tile next
node in tne Arcilitecture on tae patn to tne destination node for

* "cSG" is deter.nined and the Item is transmitted to it.

Lile sequence of tile routing Processes is tnen developed. For
eaca message, a similar sequence taKes place. Names are given to
Cne logical functions wnicn correspond to each Process. REQ-I/O
is tile name of tne Process wilica creates tne cojmnunication mes-
Sage, "A4SG", and assigns its attributes. "MSG" is passed co a
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Process called LSR-CALL wnicn determines if taere is to be A
response associated witn tne vessage. If there is to oe
response, tae initiating Process is suspended. If ter is no
response, tie initiating Process is resiued. rne next Process,
ROuOrE, decerinines tile next node in tne patn to tne destination
node and initatiates a channel transfer of tie menssag! co that
node. CiiLIO represents tie queueing time for tne cnannel and
interrupts tile next node. IHANDL;R models tue interrupt handling
logic in tie next node and continues routing tie message through
tie Architecture until it reacnes its destination node. Wnen tne
message arrives at its destination node, the requested Process is
initiated. If the initiating Process wants a response, a
response message is created and routed bacK.

REQ-I/O INITIATES A CHAIN OF PROCESSES UTILIZING
CHANNELS AND NODES ENROUTE

REQ-I/O CREATE A
MSG

EsR-cALL ISUSPEND OR
ESWCALLRESUME CALLER

ROUTER ROUTE
MSG

QUEUE INITIATE
FOR CHL1O CONTROL CALLED
CHANNELS PROCESS

INTERUPT EXECUTE
AND ROUTE IHANDLER "PROCESS" REQUESTED
MSG PROCESS

CHUO CONTROL

Figure 11. Aessage Routing Process Sequence

3.3.1.3.2 Process: RE_-I/O

Process REQ-I/J is the top level Process of tie ,4essage Routing
Sumodel. rhis Process causes a Process request message to be
generated. 4nen tnis Process is called, it is given PROCESS,

* wnicn is tne name of a Process to be initiated in tne destination
node of tile message, PgiUairi, which is the priority dica which
PRJCESS is to oe initiated, RESP.OPr, wnicn is $4AIf or SNadAlf
and indicates whether the parent will wait until tne initiated
Process coopletes, mSG.Lwra, wnicn is tne length in bytes of tue
message, i'.Nj4DF, wnicn is tie destination node for tie message
and tne node in wlich PRJCESS is to be initiaced. This Process
does not return any parameters.
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A detailed description of tnl parcpetars of tnis Process is i-en
Oelow.

PRJCZSS NMAL4: REJ-1/0 - Generate a process reauest message on
initiae -- 17.

LJCAfION: executes in all nodes.

GIVEN: PROCESS (JArA riPE: PRJCCSS) - fnis Paramieer is toe name
of tne Process to oe initiated in tne destination node.

PRIORMf (DAfA fiPE: REAL) - rnis paramaeter is cne prior-
ity iwhicn tne initiated Process is to nave when ic is
started.

RESP.jPT (DAfA rYPE: ALPdiA) - r iis paraieat.r is tae
option for tne communication. L'ne only legal values in

V tnis parameter are: $tAIf - tne parent Process will dait
until tne requested Process finisnes before it resaunes,
$NOWAir - tne parent Process does not 4ait on tae
requested Process.

-SG.LNfa (JArA rnPE: REAL) - fnis parameter is tne length
in Dytes of tne coin urnication inessage routed tnrouyn tae
networK, requesting tne Process to be invoKed.

r-- £.4ODE (DATA ryPE: RESOURCE or ALPHA) - fnis parameter
is tne destination node of tne message which is tae node
in wnicn to initiate tne requested Process. If tie ALPHA
variable $YES is provided for tnis parameter, tne node of

" e requested Process is computed by te $LJDE Keyword.

RE.URA : NOjN14E

CALLS: ESR-CALL

Folloding is the grapnical representation of Process RE)-I/O.

4a
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GENERATE A PROCESS REQUEST MESSGE AND INITIATE 1 0

'PROMS~ PRIORITY STAR IHAI LL
*; E:P.OPT M9. LMT4

TO.NDE EQ-IO 0 o

i22~rE O:PEAE ME2:;E " T '0 ;TE

SCMOD E
I: 9:::,;NED TO

MIC)DE :4' '.-,-EMT -4CZE

ICN'JDE
is qs::;NED TO0

Fc NODE j IDI.TE :-JRENT N0-DE F;Q

!PR OCEZ S
IS' AZZINED TO

!allG QTR K INDICATE 9EQUETED PROCE:S

PRI ORITY

:06 IS ASSIGNED TO
TQPI INDICATE PELATIYE PRIORITY

'RUP.OPT

i7mSG RE:7POSEJ SHOWAIT )R S WAIT aM CA1LL

SSA=INED TO)

.ENG_,0 1D1CP7E '_E4GTH IN 3'f77

- IF TRUE TO MODE

TO MO DE

r~E EL:E- NODE r: givEm

END
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T -7-7 0, IF -Z- 77

QETNOE DETERMINE 40DE FPCM ;POC.

:$NODE PPOCE,,:
"'-IGHED TO

14i -m Z' G T4ODE sNODE OF ;OCE^, :N .EF

END :END MS FOR :ERYTCE

'IVEN ""L ET*URN
Ii IR-rLL

WA IT 1

' ii

,fl .IEND

-'4

'

RL.-I/j begins by creating tne messaage and initializing various

attribuceas of it. rae attributes CNJOi) and FNOL)F are tie cu|rrent
node in wnica this Process is executing. -he attribute RrASi is
set to tie Process wnicli will be executed in tae destination node
of tae pessage. rne attrioute rASKPRI is set to tna priority
witn wnicn tne requested Process will execute. rne attribute
Ri.PONSe. is set to $AIT or $SNJ4A£r; i.e. whether te parenc is
to wait for tne requested Process to finisn Processing. Pule
dttrioutd lengti is sat to tile length in bytes of tne nissage.
iext tae value of tne destination node is cnecae. if cne value
og tile destination node is $iiS, tnen tie VJFOD, attrioute--i.e.
tie destilnation of cne es-sdge--is set to oe tne node 1n wnicn
cne requested Process eecutes. Otnerwise, tae name of tne
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destination node is supplied, and attribute fNJDiL is set to ctis
value. rnis Process tnen calls Process ESR-CALL and giv-es it tnu
craated nessage.

3.3.1.3.3 Process: ESR-CALL

Process ESR-CALL is called by REJ-1/O and eitner suspends tne
requesting Process if a response message is requested (IAIP"
option) or allows it to continue processing if no response is
re4uested (NJ4AIr option). 4nen tnis Prouess is called, it is
passed tne Iten ASG. mlns Process does not return any
parameters.

PRCESS NAME: ESR-CALL - Executive Service Re4uest (CALL)

LOCAfIJN: executes in all nodes

GIVEN: ASG (DATA r)PE: Irem) - fnis parameter is the comisuniza-
tion message created in RF -I/U waicn contains tne data
for tile Message Routing Submodel.

±REURN: N/A

. CALLS: ROIJrER
-'

*Following is tne grapnical representation of Process ESR-CALL.

",. I OPERATING SYSTEM: EECUTIYE :ERYICE REgUE:T (CA.L

Meg START'\ LL
k J.R- r:LL NO

ST;:K

,SGSTX2 !HSTPACE TO RE:UME

4:11 ;E:PON:El

* 0 3 i I : 2 -4 4 1 0 T O
RE:P.PTT $WAIT OF INOAIT

;VEN CUPN

l.1

?'-a

EN SNPage 33IL P14 UE4
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• "%

':U:PEND". POOCE.: CALLED 'JrIT

END CONTINUE OR REUME POINT

:-" !.,END

i'±is Process begins by setting toe Lnesage atcriouta PfA3i( to tne
currently executing instance of tnis Process. £nis value is
maintained in case tais Process is suspended and is to be resumed
by anotner Process. Tnen tne response option of toe requesting
Process for tne requested option is retrieved. hen toe Process
calls tne Process ROLEk. to begin roucing tne message to its des-
tination and waits for RJLr£rR to complete. Finally a test is
made to see of tne previously retrieved request option is $d4AiL
or $NW)4AIT. If it is $NO4AIf, ESR-CALL completes. If it is

S, ~ A$4AITr, ESR-CALL is suspended, having toe effect tflat tle request-
ing Process waits until the message reacnes its destination, the
requesced Process executes, and a response is routed bacK before
tOe requesting Process finisnes Processing.

3.3.1.3.4 Process: ROurER

Process ROue.R determines whether toe message is at its destina-
• ". tion node. 4nen tnis Process is called, it is passed the mes-

sage. £nis Process does not return any parameters.

PROCcSS NAME: ROJTER - Operating System: Interrupt kandlinj and

Routing

LJCArJiNj: executes in all nodes

GI 1 L4: ASG ()ATA £fPE: £I£E,) - rnis paruneter is tae coomounica-
tion message created in REJ-I/ wnich contains cie data
for t e logical process communicacion protocol.

,-EUPae: 3E
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CALLS: CHLIO, CONrROL

Fo1lowing is tne graphical representacion of Procss RJr 1 &R.

OPERATING SYSTEM INTERUPT HANDLING AND ROUTING

SGIVEN ALL

., ROUTER N4O

MN CHODE
;a2l I ::IcI)T~~I~. )!::INE :DICATE :liPPENT MODE CPU

I , ---,,-IF TRUE/ CHODE
k Eg

CONTROL MG 7NODE 4.G AT ETINRTION

ICP M.ROUTE

IS 0'4IGNEDT

I] RT.LVHTCP POUTE PROE. LENGTH

MG LE.4GTN
IS ASSIGNED TO

asIMG.LNTN CALCULATE ROUTE OVEPHEAD

-.OVHD ,MULTIPLY
RT.OVN
MSG.LNTW COMPUTATION OF OVERHEAD

M.OVNU
9IS ASIGNED TO
07 V.ROUTER ONITOR OVERHEAD FOR PLOT

ROUTE.OH

'N C ONSTANTINT

*4 a ~DEL.AY FOR POUT14G

GIVEN RETURN

NOWAIT 3

END

9age 35



'-, ..

*,CONTROL MEZCE AT DETINATION

IF TRUJE//MSG TYPE
.- .. ! EQ )

HPCONTL SE'E P / IF RE:PONSE-,JP PRIORITY

"'I :ET T'E"!]E PEI NIYE

HPCONTRL PRICRITY=O IF UNDEF14ED

G IVEH E TC O IJ TR N

4 6
SG CGM",OL

END

17 END

rae first step of tnis Process is to assign to a variaole tan

name of tue node vnicin is tule message's currenc position. fne
"essdge's current position is tnen compared witn its destination
node. If at tilis point tne node is at its destination, tne des-
tination node is tne same node whicn generated the message.
£nere is no routing overnead delay because tne message did not
need to oe routed anywnere (i.e. 4.CS is zero). 'iie Process tnen
cescs to see if tne message is a request mess.ge or a response

• message. if it is a request message, the routine CONfAJL is
called 4ita a NJ.4AI option and a priority equal to tae requasted
priority, and tae requested Process is initiadced in tae destina-
tion node. If tie mesagie is a response message, tne routine
CjNwrOL is called WitLI a 4JWJAIr option and a priority of zero,
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and the requesting Process is resuined, implying tihat the message
nas reached its destination, the requested Process has been ini-
tiated, and the message nas been routed oac:< to tne node from
wnicn it was generated.

If tie node is not at its destination, tile overnead cost for
transfer of the message from its current node to its next node
must be calculated. Since tnis moaal is ass.um.ing that tue over-
nead is a constant value because tie messages are all tile same
lengtn, tne mean context switching time (A.CS) is used; tne mes-
sage lengtn (,4SG.LArrd) and tne route rate per lengtii (Rr.OVJd2)
are not used. Mne Action kROUrs.OH is used to simulate tnis delay

time. rne routine CHLIO is then called NOWAIT to forward tne
message to its next node, and the Process terminates.

3.3.1.3.5 Process: CONTROL

Process CONTROL performs two different functions depending on
wnen it is called. This Process is passed te message. If tne
message is a response message, then at this point tne requesting
Process has waited for the message to reach its destination, tie
requested Process to be initiated, and tile iwessag. to be routed
baci. At tnis point the message nas gone full circle and
returned to the requesting Process's node. CONfRJL tnen resunes
tie raquesting Process. If the massage is a request message,
t" len tne message is at its destination and tie requested Process
is initiated in tnat node. If the requesting Process is waiting
for a response, tunen tile attributes of the message are changed so

*that tae original source node is now the destination node, and
tne message type is changed to a response type. nen tue routine
CdLLO is called to route the message back to tue requesting
Process's node. If tie requesting Process is not waiting for a
response, tie message is destroyed.

PtjCESS NA±4I: coNrROL - Operating Syseem: Context Switching

LJCArI3N: executes in all nodes

GIVEN: LASG (DArA ryPe: i£ELE) - £i'is parameter is the communica-
tion mnessage created in RE,-I/O which contains tie data
for toe logical process communication.

r URWhR : NOjNE

CALLS: C-LIO
.*.

Following is the graphical representation of tie Process CJNfR0L.

.e
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\.RE'UNE' TASK

QUEUE JP T:ZK rOR 's0DE

LABOF.^A;..'r
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REQUEST EL2E-> CALL REGUE.TEl PO',C

MSG RTASK
IS SSIGNED TO

P R O CE -S E X E CU TE TH E CAL LED PP O C -::

I PROCESS MSG

'W AIT I@

M SG PEPONSE

141 
EQ

D E S T R O Y ,H O W T T / I F W A I T - > :E G B A C K

! t S$RE .P

M~c TYPE CHANGE 4SG PEFONSE - PE

T : ASIGNED TO ^THODE WITCH rROM ND TO :OE.

MSG CNODE
IS RSIGNED TO

IT FNODE_ CURRENT NODE IS FROM MODE
117

IVEN C.IO RETURN

itg WIT 0* ,TI*

4 EN4D
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OETIRY TERMINATE OE::AG 4r LEET.

,2i,. mE:TROY "

40 ENE-TRMthQTt.MS

END
•.I I ___,_ __/_

__ I DEALLOC ,',\3
INDICATE CP WITCN DONE _ _P_/

24 (END

rne first step is to allocate the node where the imessage is

currently located. ±rhis is tne node vnere tue requested Process
will be initiated or the node in wnich cna requesting Process

executes (wnicn is currently suspended). fine action CS.Oi Siiau-
leaes tue delay tie involved in the context switcning. fine

V=lue for this time is an attribute of tue node.. NeXt tae Pro-

cess determines if tae inessage is a request or response mesiage.

If ic is a response mressage, tnis Process resumes te suspended
instance of the requesting Process, destroys tne message, deallo-

ctes tne current node, and terminates. If ene inessage is a
re+juest to.assage, tLIe name of the requested Process is retrieved

from tLid PfASK attribute of the message and tiia Process is ini-
tiated. CJNTRJOL waits until cne requested Process coypletes.

Paye 4U
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Next CJNfROL checKs tne message attribute RESPONSE co see if tie
requesting ?rocess is waiting for d response. If a response is
not desired, tne message is destroyed and CON£RJL terminates. If
a response is requested, tne message type is cnanged to response,
the destination node is changed to tie from node and tile from
node is ctianged to tne current node. rhen cne Process ROUrEa is
called to route the message bacK to its origin. ROJfE is called

' witn a 4AIr option. CONTROL then terminates.

*3.3.1.3.6 Process: CHLIO

* Process CHLIO determines the current node and the destination
node for tae message wnicn is passed to it. it then accesses tie
Legal Patn fabl= to determine the next node along tie route and
c tne channel to get there. Me cnannel is allocated to siimulate
its use, and tne routine IdANDLER is called to interrupt tne next
node.

PROCESS NAML: CrLIO - full and nalf duplex channel logic

LOCATION: executes in all nodes

GIVEN: j, (DArA TPE: ITEM) - rhis parameter is tne cominunica-
tion message created in REQ-I/O wnicn contains taa data
for the logical process communication.

ReT URN: NONE

- CALLS: IAANDLER

Following is the grapnical representation of the Process CdLIO.

Pe
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ISTART ALLJR

exi CHLIO INo

440DE

SC4ODE :E :NES- NQflE :'CPE4T

IS NE TO

NAT.,400EET 4EXT 4'2DE To ZEST N

ISCHPMHiEL 7.N40BE
1: 4:INE3TO

as L HEL ET CHANNEL TO NEXT NODE

J ALO

86 OBTAIN CHANNEL FOR X FERCHNE

RNNE RAT1
87 15A'1HDT

IYSPEED HAT IS RATE IN BYTE/WECI

LENGTH
154 ASICNED TO

!YLEH AE'ZG~E LENG7H 44 3YTE'S

M.OVND:qB~~~

'89 J:PEE9
~LEG7H CALCULATE 'rPN.FER TIME

XFER.OH

:lei CONSTANT

I VMO'9D IELA~Y NlE 70 -;;4zFER -I-E

'NXT.mODE
S AINED .
MG C-40DE IMASGE PEZIDES:4~ NEXT
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-. EA:LLOC*

.:EU P CHANNEL ,FTER FER .E QPNEL
%" G:';£N i' C.-ILL i E 'R

:HADLER

I5~ (END

.ne first step of this Process is to assign tha current node of
tne message to $CNjDE and to get tne destination node for tne
message. 'nen tne next node and linK are deterinined based on
$ClODE and tne destination node. rhen tne linx is allocated.
rn. transfer time for tne message to cross tne channel is always
a constant rate (ttie EVAL calculation using tne channel rate and
tna message lengtn is ignored) . The Action XFER.Od simulates tne
time used to traverse tne cfannal. Men the current node actri-
bute of tne message is cnanged to the next node to update tae
inessage's position, and tne current node ($CNODE) is set to toe
next node. rne linK is tnen deallocated and tne routine IdANDLEA
is called to interrupt the next node Processor.

3.3.1.3.7 Process: IHANDLER

Process IdANLER is similar to tne Process ROUrER. IdANDLER is
passed the message. rne Process then interrupts a processor node

d by allocating the node. If the message is not at its destination
node, then IdANDLER computes the next node in the route to tne
destination node and calls the routine CdLIO co perform the rout-
ing. If tne message is at its destination node, then £dANDLER
calls CONrckOL to initiate the requested Process in the destina-

4., tion node.

PRJCESS NAME: IdANDLER - Operating System: Interrupt dandling and

Routing

LOCAOrio: executes in all nodes

GIVEN: ASG (DATA ryPE: ITEM) - rnis parameter is tne communica-
tion message created in REj-I/O wnich contains the data
for tne logical process communication protocol.
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Followsing is~ tae grapni,:al r -rasenta2 ion off ?r ,ts 1JA'JOLhR.

',PERATING SYSTM INTERUPT HANDLING AND ROUTING

IHA4NLERI .40

MSG -ODE
IS 4::I;NED 70

CP ~ NfICRTECURRENT NNCE P'J

Y '1RU/ M:G :NODE

'CNIIOL 1' m:G AT E:IDE!

C________ "C 9 0EUt T

1I : ::;NED TO
I; RT.3jND :P POUTE RATE., LENGTH~

LENG 'I

N fSG.LMTR CALCULATE ROUTE OVERHEAD

M.OYHD xMULTIPLY
06 PT.OVHD

* 86 G.LNTH COMPUTATION OF OVERHEAD

V.RO TER ON17OR OV'ERHEAD FOR PLOT

BIT4N CP-'ANDLE rNTEFPUPT lpL O

'MV4 . EA I O-
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1NOWAIT '
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raii Process f irst determvine;s wfletner tna message is at its d-
tination node. If it is, IidANDLER calls routine CQJL'ROL to ini-
tiara cna requescted Process. if a response ireasage is to oe

- sent, tnen cw~rRoL. is called wita a zero priority; otiierdisa, it
is called wita tna priority of tne requested Process. Eitner
way, CJLNfRLL is called, witii a NOWJAIr Option. If tne message is
not at its destination, tae current node is allocated. rne
Action RJUfF.Jdi is used to simulate tne delay time for Processing
tne routing. fren tna node is deallocated and routine CdLIJ is
called NdlAir to perform tne routing. IkIANDLER tnan compdletas.

3.3.1.4 Subset of System A single tnraid Scenario exercising
t~ie Aassage Routing Submodel for a subset of tne communication
networK is used to verify the logic of the suoinodel. riie single
ttiread Scenario uses tnree nodes and models a hardcopy request
transmitted from airbase a7 to the command neadquarrners CdQ

* turougil subnet switcn processor S7. The simple arcinitecture is
snown oalow.

P .'6
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Figure 12. Example 1 Subset Architecture

rae operation of tnis test case initiates witn a Scenario risrl
defined in tne following way. TS&fLJA) initiates tna Process
HCOPYCiHQ at node 87 at tie start of tne simnulation. This is
accom niisned with tila following Scenario and Load definitions.
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SCE'NARUO NAAL: PESfl PER[OD LENGrA: O'UUUUU

DECRIP fION: )IN~GL.E £IRZAD T~s CASE

rR33GER sct ri.AE PRIJRITY
rT LJA) U U

LJAD NAM4E: TEsrLOAD

DESCRfPTION:
f Jf1A'Tt PaoCESS iCJPYCdl

P R JC E'SS AAA SCH MTD MEAN DELTA PRIORiry
ACJPcdi I STARr U

Figure 13. Exam~ple I Sing~le 1'hread rest Load and Sc.anario

3.3.1.4.1 P'rocess: HC3PYCH-'

fae Process tC3PYCdj, represents the raquest for nardcopy from~ an
airtoasa to tne commjiand neadquarters. it nas tne affect of
triggering tnirougn a CALL to Rt;,-1/J whichi creat~es a mnessage,
L4SG, wicn LEAGL- attribute equal to dCLNTH (2UU cnaracters) . rne
fkRACE kPrimfitivIC enables tile CRACE output wiliiL- CLa AISLA simula-
tor automatically generates.
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Cgi ETE HoARD CUPY' RLOUC' T FROM D TO IO -,O

(START 'ILL
Mt OPYCHQ No

,IVEN CALRETUIQ4

CHQHD HCPRI REQ- 1 "0
02 SUM T HCLNTHCH W.) G IAT T

33END

40

06

Figure 14. Process iCjPjCd

3.3.1.4.2 Process: CHJHD

*j£nd Process CtiHdo is initiated in node CH after tne communication

message is routed tnrougn tne network. Hardeopy grapic response
messages are 6300 characters. The Process CHQHD represents taa
reception and processing of nardcopy requests from the two secon-
dary headquarters Hj1 and L2 2 . It is initiated by the Processes

'HJlHGLN and HJ2HGEN througa a CALL to RE -I/O. rne Process is
given a reference to cue Item ASG as a parameter. Te first
primitive, ASSIGN, sets the value of tne attribute of ASG called
dCALNri to the local variable L4SG.LNrr- representing tue length of
tne nardcopy data message. In tne ?VAL primitive tat follows,
thle local variable LA.OVHD is set to the product of MSG-L4 rad and
Cd,2djVD, wnicn is a global variable representing tne overnead
for nardcopy requests in bytes/second. rne variable A.3\1d is
tilus e4ual to tne time overinead of the response to tne nardcopy
request from d,2 and dQ2. An appropriate amount of time is tuen

, taken up in an ACrIO4 primitive and the Process t en returns the
reference to te Item ASG to tne calling Process. 'ne grapLic
representation of Cdjii is shown in Figure 15.
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- ~ ~ ~ ~ ~ C 0 Cl-l iUL L 1.~ [a., JI ,.PiiCR~E
GIVERN) V~ RETUlRN

MISG :T R GC

KCH'JHD
H.P L NT H

1mIS HI G14ED T
Ca2M SG LE14GT LENGTH or HARDCOPY RESPOH ;

f1-1 A!:IGNED TO1
%SG .LNTiH GET M1EC3FGE LENGTH

M .OVHD =IIULTIPLYI( M G .L.NTH 1
04 HQHO'HD .1GRAPH ICC; OVERHERD AT CHQ

CHQGD .UH

'35 CUN!STANT

IM.OVH PROCESSOR GOES TO WORK

Fig~ure is. Process Cdj~dDj
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3.3.1.4.3 Phread rrac2 fhi Sinld P'nredd frac is -3aon

b . TI.N = 17 P IrR ,:fE r,,;f 0(4

0 N = B7 P.- TRAC FNL)

t 1600. 00000 N " 87 - LI I I.R C(,",L CH.I1)

t600 .00000 N = B17 P-: ROUUIR I NI)

16110.0O0000 N = L47 P CIILIO S IRT

1600 .OOO(l N 
=  

B7 P:: CHI fI ALIUCAT- 1757 A

' i T-= 160I) 00000 N = B 7 1, FPik -CAL I'END

T 82S9 .99609 N 1,;7 P1 CHL In (WALL 01-, 147517 A

r= 8259.99609 N S7 P- CHI TO CAI L IHANDLER

1= 1;29.99609 N =37 P= CHL10 FND

Sz. 8259.99609 N .q $7 P= IIIANDL 1 R !11 AR T

T. 82S9.99609 N S7 P- IHANDLER AlLOCATE S7

r= 8260.01209 N = 57 P-: IHANDLIE R DFALI IC S7

Tr 1260.0t209 N 5. 67 p,' THAND.I N CAl I. CHI fl

T= 0;26n. 01t209 N S7 p .mNI)[ I H F.ll)

.p.h ..01209 N S7 I'- , (I Ill .TAWT

r:.: 8260 01209 N S7 1' , III I ) AlI l (l;AI L /C A

i4920.00819 N C1H P V.141 Ii 11 L LOC .Vi'ClI.A

T J 49"0) .00819 N 1 CHp. Cli1. l C ll LIIANDI I

I: i.4920.OO819 N Cti I'
.. 

CHL .10 VNi)

T.- 14920. 00819 N - 1 P= [4ANDL_' S I ART

T- t4920 00819 N = CH P- IHANI)L.ER CAI L CONTIOL

14920 .0081'? N CH P m THAND-LF! t 14

T 14920 .00819 N CH P= CONTROL .TART

T 14920 008t9 N = CH p= CONTRIl. ALL OCATE GH

1 14920. 00821 N = Cli P= CONTROL CALl. CHtQHD

fU, 14920 00821 N = CH P ICHQHD START

T- 77920.00821 N - CH P= CHQHD END

T= 77929.00821 N - CH P= CONTROL CALL CHLIO

T= 77920 00821 N -CH P= CHL 1 ST AR T

T
=  77920.00821 N = CH P= CHLIO A LOCAE SCH

"W 287709 88321 N - 57 P= CHLIO DEALLOC 57C1.9

T= 287709.88321 N = 57 P= CHL. 1 CALL IHANDLER

T- 287709.88321 N - S7 P- CHL.1O END

T
=  287709 88321 N - S7 P= IHANDIER START

T= 287709.88321 N = S7 P= THANDL.ER ALLOCATE 57

T 287709.88321 N = CH P= C()NTROL DFALLOC CH

T
=  

297709.88321 N = CH P- CONTROL END

T
=  287710.38721 N = V7 P= IHANDLER OEALLOC r7

T
=  287710.38721 N -S 7 P= IHANDLER CALL CHLIO

T- 2877t0.38721 N - S7 P% '[HANDLER ENI)

T= 287710.38721 N - S7 Pu CHILID START

T= 287710.38721 N - 87 PA CHII ALLOCATE H7S7 B

.a 497500.2622i N - b7 P- CHLIO DE.ALO B707 B

T- 497S00.26221 N 
= 
E7 Pa ICHLIO CALL [HANDLER

Ta 497S00.26221 N - 87 P- CHLIO END

T- 497100.26221 N - 87 P= IHANDLl-'R START

T. 497S00.26221 N - 97 P= THANDLER CALL CONTROL

Ta 497SO0.26221 N - B7 P= IHANI)LER END

Ta 497S00 26221 N - 87 P- CONTROL START

Ta 497500.222t N -7 P- CONTROL. ALL OCATE L7
T, 497S00.26221 N - 97 P a CONTROL RESUME ESR-CALL

T- 497S00.2622i N - 67 P= CONTRUL. D'ALLOC 97

T= 497S00.26221 N - B7 P= ESR--CALL ALLOCATE B7

T= 497S00.26221 N - 97 Pu CONIROL END

Ta 497S00 26221 N a 97 P- FSR-CALL FN)

T* 497S00.26221 N - 97 Pm REQ-I/O END

Ta 497S00.26221 N - b7 Ps HCOPYCHQ DEALLOC B7

T- 497S00.26221 N B7 Pu HCOPYCHQ FEND

Figure 16. Example 1 Singie rinread fraca
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3.31.5 Complete NatworK Arcnitactujre 1'ne cr~~
raqjira;s a syste.n of inany airbases, r-o £1ddkrrs ip
coivivand .ieadqudrrters and sitenes to route inassa.,!s oetwean do.

* of ta~e ocner pnysical elements in tile Systean, A nuilLoer of arx ii-
taccural topologies would accoanrnodate tnis descripcion. f a,! p ur -
pose of tna model is to test switcning capacity. statistic:aly
spaaKing, aac~i of tne airbases iiay.osa;s tna same load on t.ne sys-

ail A simfpifi,;dtion to replace tae -~~~.z i~ S~
around eacn switcn by a single airbase, coinpensating for tL-e
reduced nuiiioer by increasing thea load from tmiC single base by an
appropriate factor, can ue done. Adapting tile 7 .3ainat arcalt.ac-

Stare Dy tnliS SiLmplification produces an arctnitacture for tnze sys-
taiv snown in Figure 17.

(m12S2.

ISSS~S

SS

311.J

SS

JLS654.F

116S.F 44r35. 3I

4~n34

F'igure 17. rn(e complete tNetwork Architecture

* dare cne six nodes labeled "a" rep.resent airoases; tLia nodes
ldeled "d" are neadquarters and thie node "CdL" represents a com-
inand neadquarters; tne squares laoled "S" are tne switcheis
t -rougnj wnicn any inessages betoween airoases, naadq4uarters or com-
mand aleadquarters must be routed. riia Legal Patti fable is in tne

* main determined by the topology of tne netWOrK itself, in con-
junction witn tne routine tables (figure 4) . Leaf-nodas
representing airoases, neadquartars and command neadquarters com-
manicate witn any otner nodes in tne system tarouga its contigu-
ous switcn. l'ne architecture, thirougjn tne presence of tane tac,.
linK between cna switcnes S4 and S7 (togetner wita t 'e question
of direction), allows for seaieral alternative patns bet.4een
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switcnes, amongst waicn the user must cnoose explicitly.

3.3.1.6 Node Process Definitions In order to represenc node
processing functions, twenty-two distinct Processes representing
tne various operations of tne communication system nad to be
defined. Figure 18 contains a taole showing tne system of
Processes in tne model. Mhe left nand colamn indicates the name
of eaca Process as it appears in the model. ne miadle col~unn
indicates wnicn of the tnree activities modeled in tne Process
are represented Dy tne named Process and tne taird column snows
tne Process tnat is triggered by tne one named to tiie left and
wnat activity it represents. rhe AISIL representation of eacn of
tne Processes is described with - rationale for its design.

M'SG (.NATION
GF4ERATION FUNCTION PROCESS CALL;:)
PROCESS (?S, TYPE: TRA4SIISSION) AT DESTINATION

VATARSO1...7 Data: R node to local I node RECY) - Send data messaxe to origin

DATABCNQ Data: % node to CRO MQ - Process data message

DATABRQI Dote: . node to R.1 Hq - Process 4ata message

DATABNQ2 Data: A node to T)2 HQ - Proceqs data message

RCOPTCNQ Rardcopv request: U node to CIQ C1HQRD - Process hardcopv request

message and send response to origin

Data: HQ| to 3 node B-ORIGIR - U node stub process
N!~1D(ZW Data: RQI to RQ2 HQ - Process data message

Data: 'Rn tn CRQ HQ - Process lati nessage

HQIOCEN Graphics request: UQI to CHQ CrHQ(D - Process graphics request
message and send resoonse to origin

NQIRCEN ardcopy request: HQI to CHQ CH1RD - Process hardcopy request

message and send response to origin

Data: RQ2 to I node U-ORIGIR - stub process
NQ2DCWR Onta: HQ2 to RQ1 HQ - Process data messa.e

Data: RQ2 to CHQ RQ - Process data message

RQZCCG3 Graphics request: qQ2 to CWQ C11fQGD - Process graphics request
message and send response to origin

RQ2W.CN Rardcopy request: HQ2 to CI1Q CHR9M - Process hardcopy request

messate and send response to origin

Figure 18. Example 1 Processes

3.3.1.6.1 Processes DArAd0l tnrougn DArA8807 rne seven
Processes DAfAddU1 thirougn DArAaaO7 represent tne transmitting of
data messages from one airoase to anotuer. Eaca of tlie Processes
consists of a simple call to REj-I/J whichi initiates an instance
of tna Process BECdJ) (discussed below). BECdo generates and
transmits a return message. Eacn of these seven processes
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di differs in oat one pardameter, naealy, tae node to wnicn caa data

is transmitted. 3elow is tne graphic r!przsencation of DAfA6601:

CREATE 3-NODE TO B-NODE COMMUNICATION :N :81

STAR ALL

k. DPT 1 RT 13R 40

B-R!GIN BECHOPRI =F7--"O
01SNOAIT BBLNTH I]

". 4 I)V I

!WAIT a

END

.1?

-0

96

N. Figure 19. Process OATA6SU1

rile annotations at the left of the STARr figure indicdte, first,

q 4 that tae Process executes in all nodes--taough, in fact, its exe-
o cution will be confined to "t" nodes. Secondly, tne Process has

no attacned attributes. rne parameters to the left of toe CALL.
primitive carry toe values accessed by toe Message Routing Submo-
del, of wnicni "REQ-I/O" is toe top-leavl Process.

'3.3.1.6.2 Process: 3SCH0 rne Process dECHJ ecnos a message back
to toe node from winicn it was triggered. It does this by
triggering the stub Process 3-JRIGIN througn tne Message routing
oSaDodel, whicn is initiated by REJ-I/J. oe grapnic represenca-

tion of dECki is snown in Figure 20.
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74": PROCES CHOE Mc GE BACK TO J'R!1;4AT"R
'."'-'IVE RE ' 4., TURNSRT ALL

ECHO / No

!M,-.( G FNonE

"De° T.AODE D

IV~EM L PETURN
3-OR IN B-PR!

OVSOWAT 3-LNT14 '
.- 40E ''W T a

aEND '

.. !

96

* Figure 20. Process aECHi

3.3.1.6.3 Process: d-JRIGIN

Sna Process 6-ORIGI, whichl is triggerad by HkIDGEN and dj2DGEN
(discussed below), consists merely of a srART symbol and an END)
symbol. Its purpose is to allow the computation of overaead
accrued in tne transmission of messages from tne two secondary
neadquarters (Hal and HQ2) to toe airodses (te B nodes). rna
grapnic picture of d-ORIGIN is shown in Figure 21.
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14r r~ A~ B -NODE :TU3 OQOCE:S
IV':- START "A TUI LL

-RI IN / No

S( END

. I

41

Figure 21. Process B-ORiGIN

3.3.1.7 Processes: DArACHQ, DArAI3H and DATAtMQ2 fhe
Processes DARAzCd., DArAddQl and AAdd,2 all represent tne send-
ing of nessages from airbases to, respectively, tne command nead-
quarters (Cdj) and the two subsidiary neadquarters djI and dQ2.
Eacn of cnese Processes is triggered in all of tne a nodes. The
effect of tnese tnree Processes is to trigger the Process iQ in
each of thie taree destinations, wnich is done by calling the Pro-
cess d. in the CHQ, dj1 and HQ2. Tnus, tihese three Processes
differ only in the destination node that given as a parameter in
tne CALL to REJ-I/O--tlie top-level Process in tne Message Rout-
ing Subinodel--of tne Process dj. Tie Process d) (discussed
below) represents tne reception and processing of a message in
tae destination. rne flow-cnart representation of JAfCACdQ is
snown in Figure 22; tnat of DArA dj1 in Figure 23 and tnat of
DA'A, in Figure 24.
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:END 3T N FO 1-40DE TO CHQ

I START ' ,LL
\ 011TICHQ 40

G' EN PETURN
*qp It FEQ-! 0', -. *25NOWJl T -QLNTH

NL'VRIT .9

END

%,'I

06

Figure 22. Process DA'£ABCHQ
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:END jATA AN FROM B-HOflE TO M!QI

'STARTAL

* . ~ 'yEN:~LLRETURNS

iHOORT '9

SEND

Figure 23. Process DATAddQ1
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:END ZATA II FROM 3-40DE TO 4Q2

I STPRT
3A :TQBHQ2 4

LL
,-3 7£&T1L ETUJPN

4.S CWAIT H QLSTH I
-' N Q /wW IT :@

I END

..

Figure 24. Process DAfAH2

3.3.1.7.1 Processes: HlIDGEN and dQ2DGEN rn Processes Lid1DGEN
and dj2DGEN represent the generation and transmission of a mes-
sage at tne HQI and ri2 nodes. The generated messages are con-
cei4ed to be sent to airbases, tne command neadquarters and tne
opposite secondary neadquarters. Therefore, $QIDGEN and dQ2DGEN
eacn initiate tnree Processes: the Process HQ is triggered in tne
opposite neddquarters (d~l or AQ2) node and in tne Cdj node. The
Process S-ORIGIN, discussed above, is triggered in B3. These
tnree initiations are affected througn calls to REQ-I/J. rhe
grapnic version of kiJDGEN--wnicn is identical to HQ2DGEA except
in locus of execution and in tne destination of its messages--is
given in Figure 25.
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~ ~ PEG-i 0
UC1 SNITI a.T

1C %1A _ _T_

96

F'igure 25. Process djlDJGZN

3.3.1.7.2 Processes: dQiIGGEN and iiQ2GGEN Tna Procassas di21GGEN
an" rdj2GGEN represent thle tran~smisTi-on -of a grapnics request froxn
eacn of tne two secondary neadquarters to tna commnand aead-
quarters. fCneSe Processes botli nav.e tne affect of initiating a
Process in tna Ciij node, namely CHi-AG, to represenc tna recaption
and processing of caa grapiuics request. dQlGGEA is raprasend
in flowi-cmiart forin in Figure 26. djlG~IGE and iiQ2GGFiM ara identi-
cal except for tae tue nodes in wvnica tkhey execute.
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-. i S'?E: _____________VE.

4@
k END

Figure 26. Process iiQIGGEN

3.3.1.3 Processes: HQIzIGEN and H42HGEN

-nme Processes d.IHGEN and di22HGEN represenc the generation of a

request for nardcopy from the secondary headquarters to tle com-
mend neadquarters. They are tri4ggered in the nodes i4j and d 2
and in turn call a Process CdQHD in the CkiQ node. aQ1HGEN is
identical to HQ2HGEN except in node of execution.
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I.HQ1 NODE REQUE..: -q B COPY --OM ,CHQ

GI'EH RE T"URH
9{ . START " N

.1 , NQ:. EN I MO

.. HEN NLL RETURN-9" H D HcFR1 ;EQ-. o I
-2J SWAi T ICLHTH

iYE. WIT -0

I END

Figure 27. Process diQ1HGEA

3.3.1.9 Process: CHjGO 'ne Process CdQGD is inucn liKe CHQD.

It represents tne processing of a grapnics request from the two

secondary neadquarters. it is called oy tne Processes H2IGGEN

and Hb2GGEM. In it, a reference to tne Item MSG is passed from

tae calling Process. An attriDute of MSG is accessed by tne

ASSIGN primitive and its value is assigned to a local variaule.

rnat value is tnen used to evaluate (witn tne EWAL primitive) tne

overnead tine entailed in tne response to tae request. An ACTION

primitive tnen ta~es up tne calculated amount of time and the

reference to L4SG is returned to tue calling Process. £ne flow-
cnart rendering of CHdGD is snown in Figure 28.
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4CHO PPOCESr .IG OF ;RQPHLCS REQUET

;IVEN * I T R \ CHR
MSG,~E: START IN

GRLSTH
E, Z-7NtNED TO

LENGTH I LENGTH OF G; PHIC. E.PONS
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M.OYHD =MULTIPLY I

IHQGOVHD j ; Op:30VERHEAD AT CHQ

CHQM .OH

CONSTANT
!e .O I PROc-::CR SOES TO WORK

06 END

Figure 28. Process CdQGD

3.3.2 Load: LOADS01 Load LOADSU1 describes the Load placed on

tie communication system from hosts connected to S01. RemainDer-
ing the assuinption made tnat all hosts connected to a switcn noda
can be represented oy one node with the cnannel transfer con-
straint relaxed, LOADSOI specifies the Processes which initiate
at node UI1.

There are two types of messages which originate at 8l, data
request ,nessages with a mean message length of 750 characters,
and nardcopy display request messages witn a mean message lengtn

.,*4 of 200 characters. Display request messages from node BUl
request data be sent to node HQI, the C±4Q node and echoed DacK to

In order to specify the Load to AISIM, thei messages rates gilin
in Figures 7 and d in msg/sec, poisson distriouted need to be
expressed by an interarrival rate given in sec/.nsg. rna exponen-
tial distribution represents a poisson arrival pattern for
interarrival times.

rne computation of mean interarrival rate for message generation
at node alll is computed in the following way. Oata messages nave
a nessage race of .517 insg/sec (Figure 7 -- Message fraffic
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Cnracteristics). fnis is distriouted 94 to all 3 nodes (Fira
7 -- Aessage rraffic Sources) . rIat is, cn message rate for tne
system originating at S nodes is .517 insg/sec x .94 = .436
msg/sec. oistriouting this to seven nodes equally means that any
one S node Lnost has a message generation rate of (.466 msg/sec)/7
S-nodes = 07 msg/sec per S node nost. Inverting this for
interdrrival time gives 14.4039 secs/a'sg per S node hOSt. rnis
is tn interarrival rate for data re2que.st ?ro trigering
wica applies to Processes DAmA6601, DATASCQ, and DAfA.rdQi Wilicil
originate at source node tw1 (Figure 3). Tne computation for
dardcopy display request generation from nod 301 ises a similar
inetnod to compute tne mean interarrival time for iCOPZCa')
Processes originating at 301. Tne time for this is 14.643
seC/msg.

re definition of LOADS01 is shown in tne following figure.
Loads originating at othner nodes 602 tnrougn 607, dQl and d,2,
are calculated in a similar manner from the data in Figures 7 and

A
LOAD: LOADSOI
DESCR: S1 LOAD ORIGINATING Ar BASE B01
NOD2l NODE2 NODE3 NODE4

NODES NODES NODE7 NODE8

PROCESS L1AA i SCH MiTD MEAN DELTA PRIORITY
DArAd01 1000 EJ(PONENT 14403 0

)DArACHj 1000 EXPONENr 14403 0
DAfAdkUI I000 EXPONENr 14403 0
ACJPLCAQ 1000 EXPONENT 14643 0

Figure 29. Example 1 Load Originating at Node SO1

3.4 Analysis of Results

3.4.1 Performance Measures Eacn node and channel on cle AISIM
arcnitecture represents a resource in tae systm,. The statistics
for thne performance of tne resources described in section 3.1.1
are found in the AISIM Resource Report.

3.4.1.1 Communications ueue Time Each cnannel is represented
by one or two resources depending on wnetner tne cnanndl is nalf
or full duplex. Communications queue time is expressed as tne
RiESOURCE 4AIr rIME. rne AEAN, sr DEV, MINIMUM and MAXIMUM fig-
ures refer to the mean wait time, standard deviation aOout tne
mean, minii,um wait time and maximum wait time for messages.
'nese figures are based on the iOfAL NiMSER wnich is the numoer
of samples collected for the statistic. Each sample represents
tLie wait time of a message for tne cnannel. Tnese values are
given for eacn channel.
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A "collective" statistic for communication queue tixke can be
found in tne Process Report under RESOURCE dAIl for tae Process
CLiLLIO. rilis neading lists tne SM, MEAN, SfANDARD I)EVlArIUN,
AINIMUM and MAXIMUM wait times accumulated for tnj Process wait-
ing on tne ALLUC Primitive. Eacn instance of CHLIJ corresponds
to a separate instance of a message. Since taere is only one
ALLJC Primitive, tile RESOURCE dAli statistic collects tile tiaie
for all messages in CHLIJ.

3.4.1.2 Communication Channel e Length fne cnannel queue
lengtn statistics are found in tne Resource Report for eacn cnan-
nel in the architecture. The statistic is listed under the 4
4AIrING neading, wnich is the collection of samples taKen by tie
AISIM simulator eacn time the Resource wait queue is changed.
,rna i 4AIrING statistics are time weighted, whicn means that tie
AAN4 4 AIrING statistic taKes into account how long tie Resource
wait queue was a given length.

3.4.1.3 Processor ueue rime rne queue time for processors is
snown in tne AISIA Resource Report for each processor node iden-
tified on tne system arciiitecture. As for cnannels, processor
queue time is listed as the Resource 4ait fime in the report.

3.4.1.4 Processor jueue Lengtn £he queue lengtn for processors
is snown in tne AISIA Resource Report for each processor node
identified on tne system arcnitecture. As for channels, proces-
sor queue lengtn is listed as the Resource I WAITING in the
report.

3.4.1.5 Communications Channel Utilization Tne communication
cnannel utilization for each channel in tne arcnitecture is
listed in the Resource Report under tne 4 3USi neading. £he MEAN
I dUSY statistic gives tne percent utilization of tie channel.
rne 1EA,4 0 6USi is a time weignted statistic which is updated by
t.he AISIM simulator each time a channel is made idle by a DiALLJC
Primitive. me time the cnannel was busy iS added to tlIe total
busy time. At tne end of tne simulation this is divided by tile
total simulation clock time.

3.4.1.6 Processor Utilization ne processor utiliazation for
eacn processor in tie arcnitecture is listed in tne Resource
Report under tne # dUSY leading. rne MEAN 4 3USL statistic gives
tne percent utilization of tne cnannel. rnis statistic is time
weighted, wnicn is updated by tie AISIM simulator eaca time a
processor is made idle by a JLALLJC Primitive. r£le time tie pro-
cessor was busy is added to the total busy time. At the end of
the simulation this is divided by tne total simulation clocK
tixe.

3.4.1.7 Otner Performance measures dased on tne way tne model
aas oeen ouilt, it is not possible to get .essage response times
by source and destination nodes. For tnose processes wnicn call
Ri -I/J with the 4AIr option, message response time can be
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oocained by function from tne output listing uner tn: Procs.-
Report. 'ais appears under tne £\LffAL neading. Pnis eading
lists Cne iJf'AL SAMPLES, SUA, MLAN, SfANDARO LILAPI3N, AINIAM
and 01AXIM4M completion times of tne Process. For Processes dARD-
COPY, ,CJPCdQ, dQIGGEN, dQItiGEN, iQ2GGEN and iQiHGEN, tae

- - response tine is accumulated under tnis statistic.

3.4.2 Validatinj tne model rne node ard chiannel Ltilization3
for all resources in tne arcniteccure can be calcuiaced analyti-
cally. Utilization is a function of toe Load (message generation
rate) and cie processing times. For cnannels, the processing
time is dependent on message lengtns and channels transxission
speeds. For processors, tne processing time is depenuent on mes-
sage lengtns and processor cycle speeds. -nese figures are
available and can be calculated. Comparing expected utilization
of resources to simulation generated results provides a first
level of validity.

Node Utilizations (in s)

A IS .LM
Node Predicted Simulation Results

S1 5.22 4.8
S2 8.77 8.8
S3 9.77 9.9
S4 21.23 2U.8
S5 4.30 5.0
b6 9.97 3.3
S7 36.37 37.1
dl 1.91 1.7
d 2 1.91 1.3
Cd 56.61 69.8

Figure 30. Example 1 Node Utilization Results
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Channel Utilization (in

Channel Connecting Predicted Simulation Results
S2S.6 S1 to S2 2.74 2.7

3SI.A S1 to S3 4.34 4.7
S2SI.A S2 to Si 20.09 19.0
S2S7.A S2 to S7 5.43 5.9
S4S3.6 3 to S4 4.15 4.4
S3d1.A S3 to dl 12.53 12.6
S4S3.A $4 to S3 38.46 40.1
M B6S4. S4 to S6 38.46 35.6
S4S7.A S4 to 37 5.05 4.7
S5S6.A S5 to S6 2.17 2.5
S5S7.A S5 to S7 2.74 2.7
S6S4.A S6 to S4 4.15 3.5
i2S6.a S6 to H2 12.53 11.3
S237.d S7 to S2 35.85 37.6
S4S7.d S7 to S4 43.97 44.8
S5S7.8 S7 to S5 17.93 20.7
CdS7.8 S7 to 3 1.75 1.8
33H1.8 H1 to S3 .9 1.0
H2S6.A d2 to S6 .89 .7
CdS7.A Cd to S7 13.69 14.3

Figure 31. Example I Channel Utilization Results

3.3 Conclusions

The AISIM model of the communication networK is very representa-
tive of tne system description. Me approacn taken for this
model demonstrates a tecnnique whicn can be used very success-
fully in simulation modelling. That is, building a general sub-
model to represent a specific function in the system. The advan-
tage of eliminating dependence of model components is tnat tae
fewer dependencies in a model, tne more easily adapted it is to
otner applications.

Example I is certainly not a simple problem. For that reason tAhe
solution approacn silown is not trivial. Still, tae model ixple-
mentation plan consists of a manageable set of discrete steps
towards model implementation.
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4. Example 2 - Loop Cominunication Network

.Eample 2 demonstrates tne application of AISIA to anohear coin-
munication system utilizing a loop protocol. Unlike example I
waere low level protocols of tne sudnet node communication was
not described, modelling a loop involves addressing some basic
elenents of eLie communications, liKe Duffers and slots.

A loopJ is descrioed most basically as single direction, circular
communication. rnis example concentrates on a loop system using
a Pierce protocol.

£ais example snows now it is possible to use parts of previously
developed models to quicKly generate a new model of a totally

*different system.

4.1 Input

4.1.1 Mission Concept Nodes in a networK communicate tnrough aPierze loop arcmitecture. A Pierce loop is described by a circu-

lar linKed architecture. Messages communicate between nodes by
circulating around cue arcnitecture via message slots. he nodes
are tue "users" of tne communication loop. Eacn node represents
a processor servicing its own class of users. Processing and
data is distributed to tne nodes, necessitating tne incer-node
communication.

4.1.2 Problem Perspective Several messages may be in tne net-
worK simultaneously. rne performance of tne communication system
using a varying mix of messages will indicate whether messages
are efficiently nandled. Tne following are definitions of per-
formance criteria for thlis example.

I. jueueing rime - Time elapsed from message generation until
start of placement on tne loop by tne transmitter.

2. rransmission rime - 'rime elapsed from the start of message
placement on tuie loop until it is received at its destina-
tion and removed from tne look).

3. fotal Message rransmission £ime - sum of queueing and
transmission times.

4.1.3 System Description rMe following claracteristics apply to

tae networK:

i. fne network consists of six nodes.

2. Aessayes are generated randomly at eacn node and uniformly
adaressed to tne otner five nodes.

3. A message consists of I RacKee. Each pacKet consists of 36
cnaracters.

Page 58



4. In the Pierce loop, fixed lenyth slots "circulate" around
the loop. A lead field of tne sloc indicates wnecner or not
the following frame is occupied. in tne aosance of a mes-
sage, a host may insert a message (or portion thereof) into
toe availaole slot.

.4

E: EnmPtY

o: Occupied

E
/0.

4k

Figure 32. Pierce Loop Diagram

4.2 Preliminary Analysis

AIS114 is applicaDle to tnis problem. Message communication in a
loop network can be described by discrete events. The discrete
events of interest in the loop communication are tLie following:

1. message created at a node.

2. Message queued at origin for slot.

3. Start slot transmission on loop.

4. Slot received at loop interface unit.

5. Slot routed to next loop interface unit.

6. Message received at destination, processed and eliminated.

Eaca of tnese events can be modeled by procedural operacions.
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* 1.-- *,...,

.*'. Aany slots circulate on tie loop siaultaneolasj. SloLs ar- pro-
cassed in parallel at nodes.

-esources in tne system consist of node processors, node storage
buffers, and clhannel connectors between nodes.

nue incidence of messages introduced into the system descrios
tae external loading.

A loop is a subset of an interconnected network arcaitecture.
Eacu node nas exactly 2 connectors, eacn to adjacent nodes in tne
architecture. Communication is implemented in only one direc-
tion.

: 4.2.1 Problem Definition Vie elements to be analyzed in tne
loop communication system can be grouped into two categories.
Ine first addresses unidirectional message communicacion from any
source node to any destination node around tne loop tnrougn tnIe
loop interfaces. dere the model will represent random
occurrences of messages in the system at source nodes, to oe sent
arbitrarily to nodes in the loop. This nigh level approacn will
generate throughput statistics on messages based on tne inter-
arrival rates of messages. Processing and queueing for proces-
sors and channels will be represented.

The lower elements of this system -- slot syncnronization, slot
processing, and message buffering will be represented in the
extended model.

Althouga basic to loop communications, varying message lengths
will not be addressed. it is assumed that the Loads representing
tiia external environment of the system take into account tae
software wicn assembles and disassembles messages.

4.2.2 Definition of Objective

rue oojective of modelling the loop communication network is to
produce quantifiaole results for the performance measures in tne
system description. -re model will be built first to satisfy tae
aign level elements of tne system described in tue problem defin-
ition (unidirectional loop architecture, random message load).
-re model will be extended to include the lower level elements
(slots and message ouffering).

4.3 Modal duild

4.3.1 Design, Plan and Construction of the 4odel

4.3.1.1 Model Design A two-step approach is used to design tue
model oased on tae two categories of modeling problems identified
in tne problem definition. rLue preliminary design makes use of
tile messaye routing submodel described in Example 1. The choice
of tuis submodel at tuis time is based on experience that it is
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easier to start frox. some Known model than it is to start from,
s,ratcn if it looKs liKe tne elements addressed are similar
enougn. Unidirectional flow and random origin and destination
nodes fit tae message routing subinodel assumptions.

I SCENARIJ I

I
triggers

SI AD I Select source node

triggers

I GEN4-MASG I Select destination
------------ node

calls

- route message
,.2 I REU-I/J I from source to

------------ destination

4.3.1.2 Model implementation Plan The sequence for constructing
tne model of the Pierce loop communication network is described

V9  below:

*' 1. Define Pierce loop architecture.

2. Interface message routing submodel (from Examnpla 1) to loop
model.

3. Build generation Process(es).

4. Verify message routing submodel on loop architecture.

5. Define system parameters and full loading.

6. Analyze nigh level loop model.

7. Design lower level elements into model (slots and buffers).
8. duild models of lower level elements.

9. Verify new networK model.

1U. Analyze results.
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4.3.2 Daf ine Pie;rce Loop Arcai tectura De iniily taie ~i CiQop

arcai .acture for d sixK nost netorK is a strai~jitforwatra tasK.
Laca aosr- and loolp interface unit can oe rprese nrcd oy a node.
Luis assuines tnat loop interface units are ae.noedded in nosts and
not a separate iiardwara ele~nent wnich needs to oe addre ssed as a
nacaorK elainant. Tais is reasonaoie basad on tna inforination in
taa systain dacription. Eaca nod.- nas t.4o linKs represd ntingj
coaismunications cnannels to adjacent nod.!., Del..ipar-n tao!2

fortni nador decriestna directional flov of messages.

NaME: LEFT a, UP ~

4@i~

36B

3 3 4. 4' S

Figjure 33. Example 2 Loop Architecture
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FROM ri NEAT LINK FROM rO NEXT LINK
31 62 d2 8132 34 31 65 3435
131 33 32 8132 34 32 35 3485
31 64 32 3132 B4 33 35 6435
31 35 82 3132 34 d5 S5 B435
131 d6 32 8182 84 86 85 B435
1 32 31 33 3233 35 81 36 3536
3 2 33 33 8233 S5 82 86 3536
32 34 83 3233 S5 63 86 3536
62 65 d3 8283 35 84 66 iB5a6
62 36 B3 6263 85 36 B6 3536
33 81 B4 d34 36 B1 31 3681

' 33 32 64 d34 36 S2 31 8631
C3 3 64 34 334 86 83 31 B631

83 65 34 334 86 34 81 3631
83 36 84 334 66 85 31 3631

Figure 34. Example 2 Legal Path fable

4.3.3 Interfacing Message Routing Submode to Loop
model including the message routing submodel in tue loop model
is done Dy merging tne entities developed in Example 1 for ines-
sage routing, tne Item ASG, tLie six Processes, the Actions, and
global Variaoles, into a loop model. This is done with the AISIM
Library User Interface. The message routing submodel is inter-
faced to the loop model by defining the Resources to have the
attributes addressed in the Processes and defining tne Processes
which invoke Rn-1/O.

4.3.4 Process: GEN-MSG A Process which controls tne generation
of messages determines source and destination nodes for eacn rues-
sage and indicates a Process to be initiated at trie destinacion
node to handle the message. Processes can be oriented in a nec-
worK througn the NODE fields of a Load entity. This is a natural
mechanism for determining source nodes for messages. rne source
node is tne node which executes the message generation Process.

Tere are many strategies which can be considered for the logic
to determine destination nodes for messages g~nerated at a source
node. For economy in effort, a good approach would be to define
a single Process which would execute in all nodes and distribute
messages to all other nodes uniformly. rnis can oe done by defin-
ing an ASIM fable, indexed by a random inceger, wnicn evaluates

* to the name of a node in tie Architecture. Dne definition of
tnis Iaole is snown below:
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_A6LE NAME: NiDE-t3L TYPE: A
i.);SCRIPfIJi: £Az3Le 4J'T£ NAMEL OF EACd NJDE P3 3L ACCESSiJ
RAALX)JL

X-VALUE )-\IALUE

2 83
3 64
4 5
5 16

Figure 35. Example 2 NODE-raL

I'o U.se this raDle, a Process selects a rdndomn fraction, scales
cne fraction to tne nwmber of entries in the araole Dy iultiplying
and truncates tne product to matcn an A-VALUE in tie faole.
. nese tnred transformations are done using the EVAL Primitive.
Since tne message generation Proc.ess can execute in all nodes, it
is necessary to cneCK if nie randomly selected node is tne source
node. if so, another node must De generated. This tecnnique for
generating uniformly distributed selections from a range of
values is standard practice in simulation.

ate message generation Process, GES-ivISG, triggers tne initial
Process in tne message routing suDmodel, REQ-I/O, wita tae
parameters to generate a message and route it to a destination.

PROCESS INITIATING ALL ME:XES FROM A HOST TO ALL

START LSI.

GEN-MS 40

iSCHODE
p1 1I A: ssIGME TO

U ENT I:NDICATE AND 'IAVE CNODE

II INTRODUCE NE MESZAGE

IS NEI TO
,.4SG LE49TH j :SDICATE %E:Z:GE LENGTH

AGNC ';ENERATE DESTINATION NOBE

CHAC A2NDOM

I :ELECT A RANDOM FRACTICN
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PvOCE:: :.TtIATIG 2L.L PE::AGES FROM A HOT TO ALL

.ANCE =PJLTIPLfi
i CHANCE i

1471_1 _ . :CPLE TO NUMBER OF N0OES

I:~ME =;4TEgE RI i CH C >7;

T;UNNCATE TO INTE9ER

IT 'OZE =,-:ZE-T3Lj

_____ IN;E D0E TABLE WITH r;PC

-. iF ;U ThG

SC O.E :ELE:T NOTER DE:T NOZE

ii

-4 I PET UIN

-:21SXOWT 36
1TC40DE INOWAIT I

13 END

'4 Figure 36. Process 3iN-M1SG

4.3.5 Jerifying tne Message Routing Submodel and Loop *4odel

4.3.5.1 Single fnread Scenario and Load A iingl- thread
Scenario, uEs£I, initiates one instance of GEN-MSG at node 31. A
trace is generated to follow tna sequence! of transactions for t;Ib

message to determine if tne message is properly routed to its
destination.
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-CENiARIO NAME: fESTI PERIOD LENGT.: 6U
LDESCRIprION: SINGLE PHREAJ fES£ CASE FOR PIEZCE LOOP

PERIODS

I
.RIGGER SCA fIME PRIORITy
LJADI U 0
f RAC E 0 0

LOAD NAME: LOADI

JESCRIPrON: GENERAfE 1 LESSAGE Ar NODE I AFfEL 1 SECOND

PROCESS MAX I SCH MTD MEAN DELTA PRIORITY
G N-MSG I IN£ERVAL 1 u

Figure 37. Example 2 Single Dhread Scenario and Load

4.3.5.2 Single Tnread rrace rne single tnread crate of Process
execut-ion snows tne sequence of Processes routing one miessge
from node a1 to its destination. The Process, REC-MiSG, is exe-
cuted at tie destination. Te trace verifies tnat tne correct
sequence of Processes occurs.

V -.

Tz0. z iu, TIALE TWACE: ONi
T.r 0. N - NDOE P- TRACE END

T- 1.00000 h a B1 P. GE-MSG START

Ta 1.00000 N a BI P. GEN-MSG CALL REQ-1I/
T- 1.00000 H a B1 P- OEM-mSG END

T- 1.00000 N • BI P- REQ-I/O START
' To 1.00000 M a bi P- RE6-I/O CALL ESR-CALL

To 1.000CO N a 81 P- ESR-CALL START

To 1.00000 N m 81 P- ESR-CALL CALL ROUTER

T- 1.00000 h a 81 P- ROUTER START

T- 3.00000 H a 81 P- ROUTER CALL CHLIO

To 3.00000 N a B1 P- ROUTER END

To 3.00000 M a 81 Ps CHLIO START
To 3.00000 M a BI Ps CHLIO ALLOCATE B1B2
T- 3.00000 M a N 1 P- ESR-CALL END
To 3.00000 N a P- REQ-I/O END

Pya7.
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1

To 31.00000 N m 2 P- CHLIO DEALLOC BIB2
To 31.00000 M a 82 P- CHLIO CALL [HANDLER
To 31.00000 M a 82 P- CHLIO END

To 31.00000 N - 82 P- [HANDLER START
To 31.00000 h - B2 P- [HANDLER ALLOCATE 82
To 33.00000 N - B2 P- [HANDLER DEALLOC B2
Ta 33.00000 h a 82 P- [HANDLER CALL CHLIO
T- 33.00000 N a 92 Ps [HANDLER END
To 33.00000 N - B2 P- CHLIO START
To 33.00000 M a B2 P- CHL[O ALLOCATE 8283
T. 61.00000 h - B3 P- CHLIO DEALLOC B283
T- 61.00000 h a B3 P- CHLIO CALL [HANDLER
T" 61.00000 N - 83 P- CHLIO END
To 61.00000 N - B3 P- [HANDLER START
To 61.00000 h a B3 P- [HANDLER CALL CONTROL
Ta 61.00000 N - B3 P- [HANDLER END
To 61.00000 H a B3 P- CONTROL START
Ta 61.00000 N a 83 P- CONTROL ALLOCATE B3
Ta 63.00000 N - 83 P- CONTROL CALL REC-MSG
T• 63.00000 h a B3 P- REC-MSG START
To 63.00000 h - 83 Po REC-MSG END
To 63.00000 N a B3 P- CONTROL DEALLOC 83
To 63.00000 N a 83 Pa CONTROL END

N

a'

a.,

Figure 38. Fxainple 2 Single rhread Drace
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4.3.5.3 mautiple rniraad Scenario and Loads A reajionaoie DultJ-
pie taradd Sce,-nario for verifying taais oual iiaessix ines-
iajes, sinultaneously, one at eaca host node. As tne iTesdgas
circulate around tna loop, it is possiole to trace taie sejuenca
of events and decact queueing. i'hie siioulation results producea
snould oa verifiaola by tiie trace output. fle selection of cruis
Scenario is based on tne oojaztive of defining a small experimeant
waicia can be niand verified if nectessir.j Jr order .u crve !
nodal is executing correctly.

SCEN4AR L: rEsf2 PERJO LEi\G'rH: 60
DESCRIPrIQO4: MULfPLE rdREA1) SCENARIO TESf
PERIJDS: 1

CALLS: TiRIGGER SCH TfIME PRIORIry

SfARriS2 U 0
srARrN3 0 U
srARNk4 0 0
S fART 6 5 0 0
S rAR f B6 U U
r RAC E 0 0

LJAD: SI'AaT1'
OESCR: S~INGLE JCCURRENCE OF GEN-AS3 Af 31

- SL0DE1 IijDE2 NODE3 NODE4

A JDXE5 N 0 D E6 NODE7 N 0OD S8

PROCESS MAX SCH AlT D EAN DELTA PRIORITY

GZ3N-iISG I s rART U

Figure 39. Example 2 M~ultiple fiiraad rest Casa

Load SfAaRN2, STARr63, SfARart4, srARrt35, and SDARrtSS are simnilar
to SCART6I except in tfle name in tne NJD6l field.

4.3.6 Fill Loading Scenario Simulation runs of tae, Pierce loot)
natwor 1-r5 'required to generate response data for varying mean
incer-arrival tioes of mnessages at modes. A full loading
Sce2nario specifies for aacn node a load wnicni iniciacas tne gen-
ercition of messages, distriouted over timne by an exponential meaan
incer-arrival rate. fnis models Poisson arrivals, i.e. randow
messdge generation.

An example of a full loading Scenario, generating mpessages expon-
entially distributed witkk a mean inter-arrival time of 24u
seconds at eda node is saown in tne accompanying fijare.

Page 7d

-pA



SCNEARIO: RUN24O PERIOD LENG£H: 240

DESCRIPTION: SIX NODE PIERCE LOOP dIfd LE3SAGES EVEax' 240
SECS.

PERIODS: 1 2 3 4 5 7
.'*8 9 10

-..

-. CALLS tRIGGER SCCL tIM4E PRIORI1£Y

LOAD32 0 0
LOAD63 0 0
LOAD34 0 0
LOAD5 0 0
LOAD66 0 0

LOAD: LOAD61
DESCR: MESSAGES AT SOURCE 61 EXPONENfIALLi OISTRIBUfzD 31
C C.ARRIVE

PROCESS MAX 4 SC MTD MEAN DELTA PRIORI-Y
GFN-MSG 10000000 EXPONENT C.ARRIVE 0

CONSTANT: C.ARRIVE
VALUE: 240
DESCR: MEAN INTER-ARRIVAL RArE OF MESSAGES IN SECONDS

Figure 40. EAample 2 Full Loading Scenario and Entity
Definitions

Loads LJAD82 tnrouyn LOAD36 are defined similar to LOAD6I. rie
Constant C.ARRIVE is used to specify the inter-arrival time in
order to maKe cnanging this value easier.

4.3.7 EAtendin. tne Model to Include Slots and suffers £ne
model descrioed so far represents tne Pierce loop architecture
and functional processing. It is easily built. Using AISIM, tae
Pierce loop model can be built and running with just a few nours

A of aorK. rnis is made possible by maKing use of the message
routing model developed in Example 1, which performs muchI of tie
logic for the loop model. As yet, tne model does not include
one-to-one representations of soxe of tile lower leael elements in
tne Pierce loop communication. Tnese include tne message slots,

* node ouffers and slot syncnronizing wnicn are important parts of
this communication protocol. ro include tnese elements in tie
model, tne model built so fdr can be modified.

mne first proolem witn modelling slots and buffers is to decide
what AISILA entities nave dynamic cnaracteristics wnicn map to
tiese elements. Cnis is not as straigntforwara as wita tne loop
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interface units and cnannels wnicn clearly can oe identified as
.','.'." esourceS.

Slots are a type of resource in tnat a slot is eiciner occupied or
empty. essages wait for empty slots. 3ut slots also nave a
pnysical location in tne networK wnich changes over time. rnme
can Da viewed as transient elements wLlicu are nornaily
represented in AISIM Oy Items. r n- cir ciIct i of olc's is t.ve
most fundamental cnaracteristic of tais element so it is besc co
consider slots as Items and nandle utilization of tae slots (nor-
mally associated wicn AISIA Resources) witn some otner acnanism.

-nere is a similar problem witn modelling buffers. duffers are
implemented using a Resource wnicn is storage. Suffers are
ordered aolding areas for messages, tnougn, so taey can be viewed
as AISIA user-defined ,ueues. fne second view is tne more
natural one so it is selected.

- e two decisions for modelling slots and buffers iave tne fol-
lowing implications on tne model of tne Pierce loop.

I. Slots circulate around the loop. Slots contain an attrioute
wnicl identifies tne current node a slot is at. Initially
slots m ust be given a current node ana started circulating.

2. Slots contain messages when occupied.

3. 4tien slots are empty, a message can be removed from a nost
buffer and placed in tne slot.

4. Slots are received at nodes and forwarded to the next node
on tne look.

5. All messages generated at a nost are placed in tne nost's
buffer.

From this use of functions of tne Pierce loop system, it is pos-
siole to identify four AISLA Processes to define.

SfAR rUP - fnis Process is executed once in every node at the
start of the simulation. SfARrUP models creating a slot and
initiating its circulation around tne arcaiteccure.

,LGe-ASG - fnis Process executes in every node and models
generation of a message, determining tne destination node
for the message, and filing the message in tile buffer asso-
ciated witn tne node.

,JR4ARD - Tflis Process models moving a slot from one node to
tiie next noda in tne loop and interrupting te receiving
node.
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REC-SLOT - fnis Process models tne logjic of tne node loop
interface unit wnen a slot is received, if tne slot is
occupied and tne message is destined for the receiving nod:,
tne message is processed. If tne message is for anotner
node, tae slot is forwarded. if tnd slot is eipry, a rpessage
is placed in tne slot if one is waiting and tne slot is for-
warded.

Tne Process FORWARD performs tne logic done by tne anessage rout-
ing Processes. It would be possible to modify tne message rout-
ing Processes to route slots and this would be one approach.
Anotner approach wnica could be considered is to redo tne mesiage
routing making use of some characteristics of loop architectares.
r.lis second approacn is snown for comparison purposes.

rne structure of tae loop nodel using slots and buffers is snown.

I SCENARIO I

.'%. /\
triggers triggers

create slot select
at node I STARr-UP I I LOAD I source

.- -- node

qiven call triggers
slot I I

move slot create
from current I FORWARD I I GEN-MSG I msg at
LIU to next node
LIU I

given calls
slot I

receive
at next LIU I REC-SLOr i

given calls
slot I

I FORWARD I

Figare 41. Example 2 Structare 4itn SLUfS And 6UFFERS

4.3.7.1 Entitl Attributes Io support the flow of the Processes,
it is necessary to define attributes for the slots and loop
interface units. Me attributes are referenced in tne Process.
Eacn 3lot item nas tnree attributes descrioed below.
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r PE NAME NAME VALUE DESCRIP'ION

IfL4 SLOC Item representing slot.

CNJDE $CNODE 'ffe node name wnere eacn
slot is located at any

" t lp .

LENG£f1 36 fle size in characters
of eacn slot.

ASG U or if tine slot is occupied,
MV SG this attribute contains

an Item, MSG. If tha
slot is empty, tais
attribute is U.

An alternate mechanism for routing slots around te loop utilizes
tie NEAr attribute defined for loop interface units, nodes 61
througl 36. Cnis approacn simplifies the model by t aKing advan-
tage of ;ne uni-directional flow of slots. This approach means
taat tne Architecture and Processes can not bde made independent.
Changes to tne Architecture to model more or less nodes on the

* loop will naed to be accompanied by tnea definition of loop inter-
face unit node attributes. In the example below, tie attribute
definitions for node 31 are shown. dUFFERI is tne Queue associ-
ated wita 31 for nolding messages prior to putting taem in slots
on toe loop. 82 in tne NEAr attribute indicates t ie next node to

* forward slots from 61.

ENriri ?.N riy ATTR ATf R
£ NAME NAME VALUE DESCRIPTION

,NOE Resource for node repre-
RESOURCE 31 senting loop interface

unit 1.

BUFFER 3UFFERl Tais attribute is tne
name of tfe buffer
associated witi Node
31.

NEXT 32 rlais attribute is tie
4: name of tna next node

in tne network to cir-

qi culate the slot to.

iL.RJtfE U Delay time to route a
slot. Assumed to oe
zero.
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SEC/CdR PRJCRAfE Processing rdte of tae
node processor in sec-
onds/character.

4.3.7.2 Process: srARTLP fe function of tne Process STARrJP is

to create slots at an origin node and initiate the circulation of

tnem around a loop. Since each slot contains an attribute,
CAODE, waicn contains tne name of the node at anich tne slot is
resident, .tne attribute is initialized to trie current node wicn

the $CNODE Keyword.

rne Process SrARTUP is initiated at the beginning of simulation
and represents the system generation function.

INITIATE SLOT CIRCULATING AROUND ARCHITECTURE

START ALL
eli STARTUP NO:0 (I'7LA UJ 1

S 'LOT;I~T'\CREATE

__.__ _INTRODUCE 3LOT AT CURRENT

I IsCNODE331S 13SSIGNED TO
M3 SIOT CHODE ,ET CURRENT XLOT ADRE S

9E4CALL RETURN

a4 LOT FORWARD

"HOVAIT I

END
I€ '

Figure 42. Example 2 Process STAR'rUP

* 4.3.7.3 Process: FORWARD Procass FORARD is a simplification of

tse logic for routing over tghe Processes used in example 1.

.nis Process is simplified by taKing advantage of the loop con-
scraints, wnicn are tnat flow from any node to anocner only goes
in one direction to adjacent nodes. Similar logic in FORWARD is
used as in CHLIO. Tne current node of tne SLJlT is determined
from the SLir attributes. The next node on tne loop is deter-
mined from tne NEAT attribute of tne current node. rhle connect-
ing cnannal is determined by tne 4LINK keyword and tne SLOT is
transmitted across tne cnannel. At tne next node, the current
node attribute of the SLOE is updated and tne incerrupt Process,

Page 83

............................. .... .",.. .2



-.. C-SL. , is called.

FORWARD A SLOT TO NEXT HOST USING CHANNEL LOGIC

GIVEN RETURN
'" "LOT( S ITP LL

(FORWARD NO

SLOT CHODE

e2 IS AS:SIGNED TO
SCHODE SET CURRENT HODE

;' rSCHODE NEXT
, m~I A3z s~ZIGH TO

~3N XT.HOUE SET NEXT NODE TO DEST N

$LINK NXT.NODEJ
., IS ASSIGNED TO

CHANNEL ET CHANNEL TO NEXT NODE

PLLOC
- OBTAIN CHANNEL FOR X FER CHANNEL

CNh~lIH RATE
86 12 ASSIGNED TO

PEED WHAT IS RATE IN tYTE/SEC?

SLOT LENGTH

97 IS ASSIGNED TO
IVLENGTH ESSAGE LENGTH IN BYTES

' VM.OVHD -PIULTIPLY

8 VSPEED
VLENGTH CALCULATE TRANSFER TIME

AVFER.OH

89 CONSTANT

JVSPEED DELAY DUE TO TRANSFER TIME

INXT .NODE

I IS ASSIGNED TO

SLOT CHODE LOT RESIDES IN NEXT

Figure 43. Example 2 Process FORWARD
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I !NXT.NODE
IS AS.SIGNED TO

ISCHODE -.ET 1NTERNAL 40DE PE;I:TER4 I
i! DHALLE\"

"FrEE UP CHANNEL AFTER XFER / CHNN LL /

GIVEN CALL i PETUPN
,LOT REC-SLOTI1

,EN

~Figure 43. cample 2 Process FOP./AkU (cont'd)

4.3.7.4 Process: GN.4-iSG Process Gi -iS3 represents tie

activity at a LIOSt loo interface unit for message nandling.

Aessages are introduced at tne nost loop interface unit and a
destination node is selected by random sampling from tae AJ)E-
rT3L. rne buffer at tne nost is determined and the message is
filed onto it by a first in-first out discipline. rile logic of
this Process is somewhat more complicated tnan in the instance of
tae Process used in the nign level structure.

PROCESS INITIATING ALL RESSAGES FRON A HOST TO ALL

STRRT ALL
EGN-ASG NO

SCHODE
Is ASSIGNED To

CURIRE"NT INDICATE AND E CHODE

,CRERTE\

INTRODUCE NEWd 4EC-AGE

Figure 44. Exarple 2 Process SE'-i,S%
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'LOTIZE"" i I ' - s," T ° I

QSSI NLEN| INDICATE MEZ-',,GE LENGT.

AGAIN GENERATE DESTINATION MODE

CHANCE =RANDOM

' a6

I I SELECT A RANDOM FRACTION

CHANCE MULTIPLY

47 CHANCE
6. SCALE TO NUMBER OF oDES

CHAKCE =INTEGER
CHANCE

TRUNCATE TO INTEGER

rHlODE =NODE-TBL

CHANCE

I INDEX NODE TABLE VITH FRAC

F T , EQ

;GAIN - CNODE ELECT ANOTHER DEST NODE

Iiil  IS ASSIGNED TO
RS1 T8ODE SET DESTINATION NODE

SCMODE BUFFER

9, Is aSICNED TO
"UFER DETERMINE BUFFER FOR MSG

Figure 44. Example 2 Process GEN-MSG (cont'd)
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CURRENT BUFFER
!13i IS SSIGNO TO

"3 BUFFER INDICAIE CURRENT BUFFER

LE FILE

14 MSG LA~ST
ON BUFFER MSG WAITS FOR EMPTY SLOT

1%
,

iEND

Figjure 44. Example 2 Process GEN4-MSG (cont'd)

4.3.7.5 Process REC-SLJO£ Process RE.C-SLJ0£ is tnie most compli-

Qated of tne loop system Processes Decduse it must represent the
loop interface unit logic for message handling. fnere are tao
functions wnicn must be performed--message sending and ipessage

. receiving. rne logic for both functions is ddscrib)ed in the fol-
; lowing cases.

's Case 1. SLO£ occupied - if the message is destined for tne host

..

_ associated VitL th~e current node, tne messaige is removd
from te SLr and processed. he slrc is availaol for
inserting a message if te buffer has one. If tne opes-saedo is not desstm rosse beost of tnus carrent node,
f osme sa

C. . .i .f te ea i d f t . o. t
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the SLUT is forwarded to t:1 next nojua on t, 0ou...

Case 2. SLOJ Not Jccupied - if tne SLUP does noc n e a ,ssaye,
one can ba inserted from tne o.ffer associacde wica tai
current node look interfdce unit. in eitner case, tni
SLOJr is forwarded on tne loop.

I RECEIVE SLOT AND PROCESS MESSAGE AT LIU

:LOT STRRT UR LL
" REC-SLOT No

SCHODE
IS SIGNE TO

82 CURRENT :AVE CURRENT 40DE NAME

/ LLOC \
VUEUE AND RECEIVE NODE SCHODE

I- RuE/ LOT MSG
EQ04 CHECBUF / DETERMINE IF LOT OCCUPIED)

SLOT MSG
4.,1 IS ASIGN0 TO

. S H~INDICATE CURRENT MESSAGE

86 IFRUIE SG TETHD

CURRENT )ETERMINE IF MSG AT DEST
MSG LENGTH

IS ASSIGNED TO
87 LENGTH COMPUTE DELAY TO RECEIVE

CURRENT SECCHRI
IS ASSIGNED TO

RATE GET CURRENT PROCESSOR ATE

RECDELRY =MULTIPLY
.4 LENGTH

DATE 'ELAY=S.G LNGTHX PROC ;AE

Figure 45. Example 2 Process REC-SLOT
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,....- °

-. IRECGI

iPECOELAYI DELAY TO PROMES R::Ar.

.iE:TR-4

INDICATE P9SG RECEIVED

4

12 IS ASSIGNED TO
SLOT MSG CURRENT :LOT NO0W EMPTY

RECEIVE SLOT AND PQOCE:S RE::AGE AT LIU

13
CleECKBUu CHECK XND BUFFER FOR ONSG

ECURRENT IUFER

n4 IS ASSIGNSD TO
SQCCES CURRENT MODE BUFFER

4 RE$OLENT , OPT \gYT £ :

1 iuF 5 R mlRe CHECK BUFFER FOR NEXT MSG

IF TRUE/NSG E

Pa,6 89

FORWARD DETERMINE 1F BUFFER EMPTY

MSG

171 IS ASSIGNED TO
S'LOT MSG EUDM~AEI O

fMe% LENGTH

19 LEN~hCOMPUTE DELAY TO ENDED '1'.

Figure 45. Example 2 Process REC-SLOT (cont'd)
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PECEIVE :LOT OND POOCE: %E::G~E AT LIU

!CURRENT :ECICHR

I.RATE ACCE.S CURRENT 40DE RATE

* ~EMBEDTN *MIJLTIL
RATE
LEHGTI4 EMBE) .!ELAYPflCLNfl4 X ;ATE

EMBED
I"' CONS TANT

IEMBEDTM 3ELAY TO EMBED ME::GCE

1. IFORWARD 7EHD lLJT '0 NEXT 40DE

;VNCALL DETURN

.,Li..TFORWARD

HNOVAIT I@

24 DEPLLOCI KFvEE CURRENT NODE SCHODE )
2SEND '

F iy ur 45. 6Aample 2 Process~ ~R.C-SLJf (cont'd)
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4.3.7.6 scenario and Loads

4.3.7.6.1 Load: INIrLJAD Load INfiL'JAD initiates the Process
SrARTUP at all nodes in tlie arcnitecture at tne start of tLle
simulation. ilnis incroduces the SLj£S into tae systew and starts
tilem circulating.

LOAD: INIrLOAO
DESCRIPTION: SI.AR SrLjrs CIRCULAr1NG Ar ALL NOOEi

NODE1 NODE2 NODE3 NODE4
al 32 3 4

NODE5 NODE6 NODE7 NODE8

135 d6

PROCESS MAX SCH MTD MEAN DELIA PRiORIri
S rART UP 1 STAR E 0

Figure 46. Example 2 Load I N IfLOAD

4.3.7.6.2 Load: LJADI Load LOADdl represents tne initiation of
GEN-4SG processes at node al. Instances of tne Process are
activated exponentially distributed over time around a -nean time
of 275 seconds. rnis models random generation of messages.
Similar Loads are defined for all the nost processors on tae
ioo0.

LOAD: LOADdil DESCRIPrION: mIs IS TilE LOAD rO GENERATE Ar a1

-.. NUDEl NODE2 NODE3 NODE4

NODE5 NODEG NODE7 NODE8

PROCESS LAX i SC _*rD MEAN DELrA PRIORfrY
GEN-ASG IOU EAPONENr 275 0

Figure 47. Example 2 Load LOADB3

4.4 Analysis of Results

4.4.1 Performance Measures rne 6 nodes in tne architecture
represent loop interface unit processors. Tne d nodes represent
aost processors. fne cnannels are modeled by resources suca as
.ld2 whicn represents tne channel between tne loop interface unit
for nost I and tIle loop interface unit for nost 2. All ocndr
cnannels are similarly named. rnd perforisance statistics for
tnesd entities are found in cne AISIM Resource Report.
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4.4.1.1 4ueueing rime jueueing time, descrioud in section 4.i.2
as tue elapsed timae7rom mnessage gendration until placement on

¢ -... tde loop .can not oc ODtained from tue mIodel using~ t.1 inlitidi

approach witnout slots and buffers. fne motivation for extending
tile model .as to obtain this statistic. in tia extended mouel! wita slots and buffers, tue simulation results for 4ueueing time

are found in tne Queue Report. tUFFERI tnrougn 3JFFER6 represent
t ne loop interface unit buffers for unit-, I tiroD-,i res*ec-[V tiqely. 2fne ri' . lIN QJEUE neading lists tue MvEAN, STANDARD DEVI-

ArIdN, Mi4IJA and MAXIi4M times for tie numuer of samples taKen
under r'J1AL 4JMj'4LR REMOVED.

L'-.'-4.4.1.2 transmission Trime rae total message transmission tidme,
-w icn includes queueing delays and transmit ti,es, is found in
tue Item Report. rne Item Report lists the MINL4UM, AAXIAUM,
MEAN and SrANDARD DEVIArijN for tne rIME IN SiSfEI4 for messages.
Tnis is accumulated under tne Item naime ASG. rne nuinber of sam-
pies in tne statistics are oased on toe NUMBER DESrRDfED. Mes-
sages wnicn nave not been descroyed at tne end of tne simulation
are not counted. dota the initial model and toe extended model
produce Cois statistic. Because tne extended model wit slots
and buffers represented is at a more detailed level, the
transmission time statistic is more accurate.

fne loop transmission time, defined in section 4.1.2 as tue time

elapsed from tne start of message placement on tne loop until tne
last cnaracter is received and removed from toe loop, is not com-
puted directly by the model. No structure corresponding to this
nas been built into the model. In order to yet tnis result, it
is necessary to eliminate queueing and processing delays from tue
total time in system for eacn message. Tnis can be done by hand
calculation if this statistic is required altnough total
transmission time appears to be a more important result.

4.4.2 Validating toe Model Some validity for the model can be
obtained Dy comparing analytic expected utilizations of nodes and
channels witn simulation produced results. Since toe Load was
defined equally for all source nodes of messages, and destination
nodes were selected by a uniform distribution, results for all
channels on the loop and loop interface units are very close.
Analytically derived utilization for tue loop interface units is
2.91t. mis is correlated closely by the AISIM MEAN I 3USi
statistic for Resources $l tnrouyn 36 wnicn vary from 0.029 to
0.033. Utilization of cinannels is computed analytically as
3U.546. 'ne MEAN I dUSi statistic for Resources 31I2, 3263,
B3L4, 6485, k5d6 and 66al average 0.30.

4.5 Conclusions

The loop commtunication system snown in this example is very
effective in demonstrating some Key concepts of AISIA4 simulation
analysis. Using much of the logic from the previous example, it
was snown now a model of a totally different system could be
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constructed very rapidly. The niyn level model could easily be
built in one interactive session. Simulation results for toe

system could be obtained witnin a matter of hlours. rne nign
level model represented tne arcaitactura, connectivity and Load
on tne system.

£n order to gain data on tne lower level elements of the syStem,
tae logic of tne model was extended to modal SLar3 and dUFFERS.
"nis also could be accomplislhed rapidly once tne structure of tale
modal is laid out.

recni4ues used in this example for random sampling from a numier
of different nodes using a rable and using tne attrioutes of
Resources and Items to nold data on relationsnips are applicable
to many modelling problems.
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5. .us Communication Systm Example

a£is ample uses bus technology as tne comnun ications xediia.
It is representative of a class of systems tniat deal wica nulti-
pid LIOStS communicating over a networK. £nis example is intended
to study tne design cnaracceristics wnicn are oasic to tnis type
of communication system.

: ,5.1 Input

5.1.1 Mission Concept Data is distributed among inany nosts in a
networK. i'iere is a frequent need for a nost to access data
resident in anotner nost's files. Rapid communication Detween
"nosts is effected by a digital communication networK which con-
trols communication and transmits data between tne nosts on

*demand. Full disK tracK transfers are typical of tne internost
communication traffic.

5.1.2 Problem Perspective A study of tne following characteris-
tics of bus communications is basic to tnis system:

I. Lus capdcity

2. Processor capabilities

3. 6ui Protocols

4. duffer Requirements

fne load on this system can be viewed as message traffic wnicol is
tne incidence of data requests generated at tne hosts. Random
requests would represent a worst case study for a specific inter-
generation rate. Data request destinations from eacn nost can be
distributed among toe nosts.

-re following measures assess the performance of tne communica-
tion system.

1. Response rime. Response time is tne time from tile end of
sending the message to tne start of receiving toe response.
It is toe user's wait time after sending a message and
before receiving a reply. Included in response time are:
I) tne communication time between the end of the input mes-
sage and its receipt by tne destination processor, 2) tne
processing time before transmission of a reply, and 3) tne
communication time between the initiation of tne reply mes-
sage and its receipt by ttne user.

2. Communication Time. Communication time refers to tne time
required to transmit the message on rne bus. Specifically,

" it is tne time oetween end of sending toe message oy the
originating 6.U to end of receipt of message oy the destind-
tion processor, plus the time between start of reply frow
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tna processor to start of receipt at the origindtin4 3U
Communication time is the e as tfle response time witn tai,:
processing timne removed.

'.

3. Round Trip rime. Round trip time measures tnj total dura-
tion of message transmission and processing from start of
sending tne input message to end of receiving tae reply nts-
sage. It is the user's total cycle time from tie time le
first starts sending until ne has received the entire reply.

5.1.3 System Description me intarhost communications natdorK
consists of two time division, multiple access (TriVIA) buses. A
control bus contains the necessary information to control the
internost traffic. Data transfers utilize tae otcer bus, tae
data bus.

rue basic elements of the rO1A ,us systen are

I. tne transmission medium, i.e. the buses;

2. thie bus interface units (3IUS) wnich are tue elements wnicn
interface each device with tue bus;

3. the element wnich provides central control of bus opera-
tions, i.e. the networK control element.

Eacn bus consists of a serial data stream. Information is time
divisioned multiplexed onto tne bus by arranging it in intervals
called time slots. rne total capacity of the control bus is
snared simultaneously by the hosts and the network control ele-
ment by allocating sets of time slots dynamically. ne time
slots are sequentially accessed. Each nost plus tne networK con-
trol element is assigned a time slot. A complete cycle of slots
is called a frame. A portion of the control bus is allocated to
eacn nost and tne netiork control element for message transmis-
sion.

rne data ous is divided into fixed slots of 512 bits. rne slots
on tne data bus are not preallocated. rne entire data bus is
allocated for a given transmission between hosts.

Tne message communication protocol for communications between
aosts is described by the following sequence.

1. dostl places a "Data Request" message in a queue for a con-
trol message output buffer in the dostl 81U.

2. 4nen a buffer is available, tne request message is queuad
for tne channal and then transmitted to tne 6J.

3. T e dIU places the request message in a preassigned slot on
the control bus and tne message is transmitted to tte Aost2
di U.
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4. LfLe LOst 61 J queues tLue request a'essage for tradnfer to C.Ie
dosc2 processor.

5. Toe dosC2 dIO -ends a message acKnowiledgenc to tae dosti
.ElU on toe control bus.

6. dost2 processes tile request message (50 Lps processing time)

7. rne dost2 readies tne data message ana queues it for tne 3IJ

data output buffers (2).

8. 4aen the buffers are availdble, toe first portion of tne
message is ,ueued and transferred to tne 61U.

9. rne dIU sends a "Bus Reque.-;t" message to the NCE over toe
control bus requesting use of tne data bus.

10. rne request is queued and processed Oy the NCE, whichl
assigns the data input buffers of the dostl BIJ to tne reply
8IU when they become available.

1I. 4nen step 10 is completed and the data bus oecomes aail-
able, tne NCE sends a "Bus Grant" message on tne data bus to
tne ost2 61U.

12. Upon receipt of tne grant, tne dosc:2 IU begins sending tne
message (448 data bits per slot) to the dostl dId over tae
data ous. rne aIU buffers are toggled at botn the sending
and receiving alUs.

13. hien tne data message transfer nas been completed, the dostl
,IU sends an "AcKnowledgmient" message to tue dost2 dIU and a
"Jas Release" message to the NCL. aotn messages are sent
over tne data bus. rne dost2 then releases its dId data
output buffers.

14. re NC3 queues and processes tne "Bus Release" message and
releases tae data bus for otnar users.

15. Parallel with stap 12, the ostl 31I queues and transfers
eacn buffer of the message to its nost.

16. 4ueln tne last Hostl dIU input buffer has oeen transferred to
its nosc, the a3U sends a message on tne control bus to tae
NCE tellin4 it to release its data input buffers.

ii. rLie ac.C; queues and processes this message and releases thie
dostl data input buffers.

Page 96



N,

4,, ~a 
V.,

'-I.

7- .L
-~%

02 90

0E.4

J w

Fiur 4- SU--mniainPrt-o

Page 97



5.2 Prdliminary AnalVsis

5.2.1 Justifying AISIA Simulation r'na cnaracteristics of tne
bus system map into AISLM entities.

I. Procedural iperations - rn sequence for transmitting mas-
sages and data oetween noses is described in tae system
description. ruis is a structurt:d.. .l dofi.' 5
wuLicn is easily modelled by procedural logic.

2. Parallel Processing - fne nost processors, bus interface
units, data bus and networK control element function in
parallel.

3. Resource Skiaring - Tue data Dus and networK con ol element
are snared between all nosts tflrougu bus inter' i units.
rne snaring of these elements are governed by ne division,
mulcipld access control.

4. External Loading - rue loading on one network !scribed
.7. by message traffic characterized by a message --ration
V rate at eacn nost. messages are distributed to all nosts.

5.2.2 Problem Definition Lne most important aspects of the ous
communication system to model is tne interface between tae nosts,

4tue ous interface units, the data ous and tne networK control
., ~ element. All tnese elements in the system will be represented.

rue logic of each device is defined by the bus protocol. 1nis
protocol will be represented as accurateiy as it is described in
tue problem statement. rhis includes data requests, acknowledge
and control messages.

modelling tne architecture of the network is of less importance
oecause tue network control element and data bus effect direct
connections between all devices tnrougn tne bus interface units.

rae physical cheracteristics of tae devices will be pardmeterized
by variaoles. Tris applies specifically to the band width of tne
Duses, tne processing rate of the hosts and the processing times
for messages at tne network control element.

jueuein 4 and utilization statistics will be generated on tae host
processors, channels between aOsts and interface units, control
bus, data ous and the network control element.

Simulation runs define a distribution of messages to be loaded
into tue system. Messages are distriouted by source. I'his is
described oy matrices in the accompanying figure.
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5.2.3 Definition of Objective rne oujective of inoddiling w
Ous ciminanication notWOrK is to represent tai lgi of t.ae oui
protocol accurataly and quantify tile performanci of tne conmmuni-
cation Dased on varying load mixes.

5.3 Modal 3uild

5.3.1 Design, Plan and Construction of tie Mode-] file seven aost
case will be represented as tne systai for tile purposes of demon-
stracing tnis example.

5.3.1.1 Aodel Design All Processes in tie model represent nes-
sage nandling functions. For tnis reason, Item MSG will
represent all message types. rnd first step in tie design is t,
determine tile cnaracteristic attributes of tne Item MSG. rile
actrioutes of MSG will play a big part in tne definition of tne
model Processes.

Every message is described by tne following set of attributes:

Attribute
Name Attribute Description

CNdDE Ine current node in tie bus network vnicli is
processing the message.

.S, fThe destination node of tile message.

LLNGrd Ire number of cnaracters in tie message.

3OIGIO rile source node of tile message in tne bus net-
wo rk.

U PE vie type of the message, one of the following:
data request, data message, acKnowledge mes-
sage, bus request, or bus release.

rMe top level structure of the model makes up tne initial model
design. rfie niga level functions of tne bus system are assigned
to AI3IM entities Scenario, Loads, and Processes.

Page 100



V.- - - -- - - - .---- .--. *---

I SCENARIO 1

triggers

I LOAD J

--
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I
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- Raceive and Process
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Imodel BIo I type.

/\
/\

- -------------------------Receive and
I Process I Receive and I Processes process data
I to Modell process con- I to Model I messages,

* I Control I trol messages, Data dus I transmit data
I us transmit con- ------------ message
Strol messages. J

I I
calls calls

I I

I Processesl I Processesl
j to Aodel J Ito Model I

I I Control I
I 3us I

Figure 50. example 3 dign Level Structure

5.3.1.2 Model Implementation Plan Since tne Architecture of tae
ous system is fairly simple, it is not a good idea to use tne
message routing suDmodel developed in example i anicn is designed
for complicated networKs. rha ous communication system is con-
siderably different from tne loop system described in example 2
so it is not probable tnac any of tne coaponenc models from exap-
pie i and example 2 can be used for example. In this case it is
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necessary to ouild tae bus system wodel frox. scratcii.

riXe most critical element of tne bus system is tea progocol
between tne devices, te bus interface units, the necworK control
element and tne data bus. Priority is placed on Ouilding tne
Processes modeling tne control logic of these devices first in
tLe plan.

jrae sequence for constructing tne model of the bus communication
network is descrioed in tfle following steps.

1. Design and construct Processes to Lnodel tae bus interface
uni ts.

2. Design and construct Processes to model tne netdorl control
bus. Integrate Processes to tne bus interface units.

3. Design and construct Processes to model tne data bus.
Integrate Process into tne network control bus model.

4. Verify model on subset of architecture. Define single
tnread Scenario.

5. Build complete network architecture.

6. Define full loading and Scenario.

7. Verify complete network model.

8. Run simulations and analyze results.

5.3.1.3 Process: sI'J rue Process aIU models tne logic of tne
bus interface units for all devices connected to tne bus. Tae
Process dIU handles all message types and performs a different
sequence of logic for eacn type. £nere are five different mes-
sage types nandled at tne bus interface unit.

i. Jutgoing data request messages.

2. Incoming data request messages.

3. Bus grdnt messages.

4. Data messages.

5. AcKnowl edge messages.

5.3.1.3.1 Outgoing Data Request message Handling For outgoing
data request nessages, the bus interface unit queues tae message
for tne network control bus by placing the message in an assigned
slot of tne bus. This logic can be represented by passing tne
message to tne Process representing tue control bus after a delay
for slot access. The AISIA primitives to do tais are snown in
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Figure 51. Example 3 dus interface Unit Logic For Outgoing Data
Request Message

5.3.1.3.2 Incoming Data Request Message iiandling For incoming
data request imessages, an acKnowvledge message is sent to tae
requesting nost via the control bus. tnis is modelled by creat-
ing a second message, originating at tne bus interface unit and
destined for the host requesting data. A Process SEAJACK is
called wnicn will assign attributes for acknowledge messages and
transmit the message back by calling tne Process representing tne
control bus logic. ne data request message is transmitted from

-f tne ous interface unit to tne host over the channel between tnese
elements. A new message is created by tne bus interface unit in
order to request the bus. Tnis message is placed in the slot for
tne control bus. -he ALSIA primitives for tnis logic are snown
in the accompanying figure.

S. 4
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Figure 52. Example 3 Bus Interface Logic For Incoming Data
Request Messages

age lIU4



;IvEH I! LL ~ E7,P H

"T

MCE
* 1: AS'.19SED To I

* SU.REa

II: A.z:I;HED TO

4,
1KAIGED T O

LENGT THI. 1: LENGTH OF BU:REQ

i:ONSTANT

GIVEN cp. E jRH

END

Figure~ 52. Fxampl 3 dus Interface Logic For IncoMing Data
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5.3.1.3.3 6us Grant Aessage Handling A Message frump ta,; norr
control bus to tna bus interface unit inuicdcinj a oui rant
-anaoles a data message to De sent over tae data bus. fn- a;cri-
buces of tip. -essage ara assigned to indicate tae origin and des-
tination of tnd data xessage. it is reasonable to deteripine toa
message lengtn at tnis timne since it is randomly generated. f,'.
lengtn is assigned to tne data nessage and it is passed to tne
Process representing tnh data bus 1o~ir,

I -

, OTDR

As; TYPE \

NOTIG \SURN

.4 I c ZEST
V 25IS CZ.iSNED T0OJR IGIN

26 , j 81 12; TO
*MG :E:T

IS AS-';NED TO
MSG --. PE

IK o

MS.L,4T4 PNEHT

23' 869

A:;.LMTH1: AS NED TO

[IMS;..N' :E APNT

i 3T.BU

. 4.4O 
W A I T I

. IEND

Figure 5j3. Examp e 3 us Interface Log ic or 3s 3rar c .in SScJes
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5.3.1.3.4 Data Message Handling 4hen a data iessage is received
at a bus interface unit, an acknowledge message is created and
sent via the control bus back to the host which sent te data.
Anotner xessage is sent to the control bus to indicata tnat the
data message is received and the data bus can Dc released. rne
data is transmitted from tne bus interface unit to tne host over
tne connecting cnannel. A message is then generated to cause the
data message origin nost to release buffers.
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Figure 54. Example 3 Bus Interface Logic For Data Message Han-
dling
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Figure 54. Example 3 i3us interface Logic For Data Message dan-
dling (cont'd)

5.3.1.4 Process: CONraJs rne Process COadrUS models tne control
bus logic Wicn i initiated by a receipt of a message. If tn,
message is a control message to be processed by tne control bus,
tien tnd Process NCEPROC is called given tne message. NCEj.RJC
models tne logic of tne networK control. if tie message is to
anotner device, tnen tne message is passed to tne bus interface
unit nandler, Process BIU, after setting tne current node of tne
message attrioute to tLiat device bus interface unit.
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Figure 55. Example 3 Control Bus Message Handling Logic
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Figure 55. Example 3 Control dus Message dandling Logic

5.3.1.5 Process: NCEPROC rne network control element nandles

two types of messages:

1. aus request messages

2. aus release messages

For ous request messages, buffer spee at the destination buffer
interface unit is reserved, tne data bus is allocated and a
buffer grant message is given to tne data bus. fte data bus and
buffers remain allocated until a ous release is received at the
control ous from tna receiving bus interface unit. Tnis is
implemented Dy tie SUSPEND.

For us release messages, the previous instance of NCZPROC for
tne Dus requast is resumed so tnat the bus and buffer space is
released. rne message is tien destroyed.
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4 Figure 56. Example 3 Network Control Logic
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Figure 56. Example 3 Network Control Logic (cont'd)
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Figure 56. Example 3 Network Control Logic (cont'd)
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Figure 57. Lcamnple 3 Data aus Message Hlandling Logic

5.3.1.7 Process: SENDACK rie Process SENDACK is initiated at a
bus. iterfae unit to transmit an aCKnovJ1.dqement of a receipt of
a data messay4 from a recaeiving interface unit to taj transmit-
tiny flOSt. rna acKnowledge message is transmnitted on tne data
bus.

Page 117

i x '! 'k %, ., ' "*' * .",. . . . •'.. .-,*. a,.' , * a'j, , a '..j,, -',,'''' , ,'"% "- ." " . a - - . ." I
'

" - * * -r "* l'' . , '.
'

* " . '*. . . V V 9,- -. ', '¢' , ' , ' ",',Z " ,%.V" ,q , " ,=



GIVEN REThFNH
II /START A LL

I ENDACK 40N

i: 44.1NEB TO
MN ',I1N

I SACK
. I : ~SIHEDTO

EQ'441 -6

40

asI I: AsSIG9NED TO
85LENGTH QCK GOES OUT 2ar BUS

5% IVEN CUPETURN

86 - NOWaIT

67
END

TOCI

4 AITCB

Figure 58. Example 3 Acknowledge Message Generation
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Figure 58. Example 3 Acknowledge Message Generation (cont'd)

5.3.1.8 Process: SENDREL 'he Process SENDREL is initiated at a
bus interface unit to transmit a ous release inessage to tna net-
work control eleLent so that tne data bus can be freed.

%I
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Fi.4ure sq. Example 3 Release D~ata Bus

5.3.9 Process: dQsr Che Process dOSI' represents tile process-
ij upon recaipt alt a tost node of a data request inessage. r a
Host processor formats a data message and sends the data to tne
bus interface unit over the channel between the two devices.

Trhis P'rocess is called from the Process dLj whlich waits after
passing a data request inessage for the data to return.
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Figure 60. Example 3 iiasr Data Message kiandling (cont'd)

5.3.1.10 Process: DRIOSiT All activity in the bus model ini-
tiates 4itn a data request at a host. The Process whicn performs
the logic for tais operation is called DRdOST. rne Procesi
oAkiOsr creates a data request message and is initiated wita two

4 parameters, ORIGIN waich is tne source of tne data request, and
DESI waich is the destination node. rhe data request aressage is
transmitted across tne cnannel between the ost and the bus
interface unit and given to tne Process 31U to be nandled. Tiie
buffar resource name of the originating node jiost is emoedded in
message so chat tne networK control element can allocate tne
buffers to receive data when tne requested data message is
received.
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Figure 61. Ehample 3 Data Request 4essage Generation (cont'd)

5.3.2 Load Drivers: Processes roHosri tnroujn r0H-sT6 Simple

Processes are used in this model to initidte data requests.
These Processes are initiated by the Load, wnich assigns a
current node attribute to the Process. re Process teen ini-

tiates a data request from the current node to a sadcific host oy
calling tne Process iRAOST providing a source node and a destind-
tion node. All Lodd Processes, £ridsrI, roaosr2, TOMiOSr3,
OdOSr4, r~NHOSTS, and rOijsrs, execute in nodes iil, d2, 13, 34,
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A5, and 36. £nis prouides a mecnhnisin for iip1ementing a Load on
tne systain deszriDed by a aatriA of nosL nodes. rne Process
diajramn for Process r£OiOSrI is shown in an accompanying figar .
All otaer Processes are similar wita tae exception that tne des-
tination node parameter in the call to DRaUST is different.

" /(START

I 'E .4L ETIhRN
-33 DHOrA I T

'32 END

41

Figjure 62. Example 3 Load Process r.iOSrI.

5.4 Analysis of Results

5.4.1 Performance A4easure Cue mtodel as build does not expli-
* citly droduce all tne performance measures stated in section

5.1.2, out produces many statistics from wiiich to comcyuta taose
.measures. Eac nost is represented by a Resource so it is possi-

ble to determnine the utilizat'on and .queueing for eacn nost under
tnd Resource Report. Response time is tracked by tae Item &V1SG,

so the TIME 1J SiSrEi statistics in the Item Report refer to
tnis. rne data bus and control bus are represented on tiie system
arcnicFcture so tney too are found in the Resource Report along
with tLe fsiulation enerated statistics.

5.4.2 Validation 'rae easiest nethod for validating tne elus
modal is by viisual analysis of tiia Processes compared to tne step
by step description of te bus protool jiven in Section 5.1.3.
rnis indicates tat tne sequence of events represented in tae

Page 126

arni ..ur so 4. .o r4fud n .- RsoreReot ln
.4 - n .4,e simla .o generated. st4sis

.................. ..easiest method for &aiatn *n
, odal ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ .4- iAD iulaaksi f ePoessco a~ ot se



modi satcnas tne sequ.ence of ea.ents ifldi, dtad in t.ne~rp~u
of tna protocol.
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